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Computer programming

Software development process

A software developer at work

Core activities

•• Requirements
•• Specification
•• Architecture
•• Construction
•• Design
•• Testing
•• Debugging
•• Deployment
•• Maintenance

Methodologies

•• Waterfall
•• Prototype model
•• Incremental
•• Iterative
•• V-Model
•• Spiral
•• Scrum
•• Cleanroom
•• RAD
•• DSDM
•• RUP
•• XP
•• Agile
•• Lean
•• Dual Vee Model
•• TDD
•• FDD
•• DDD
•• MDD

Supporting disciplines
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•• Configuration management
•• Documentation
•• Quality assurance (SQA)
•• Project management
•• User experience

Tools

•• Compiler
•• Debugger
•• Profiler
•• GUI designer
•• Modeling
•• IDE
•• Build automation

•• v
•• t
• e [1]

Computer programming (often shortened to programming) is a process that leads from an original formulation of
a computing problem to executable programs. It involves activities such as analysis, understanding, and generically
solving such problems resulting in an algorithm, verification of requirements of the algorithm including its
correctness and its resource consumption, implementation (commonly referred to as coding) of the algorithm in a
target programming language, testing, debugging, and maintaining the source code, implementation of the build
system and management of derived artefacts such as machine code of computer programs. The algorithm is often
only represented in human-parsable form and reasoned about using logic. Source code is written in one or more
programming languages (such as C, C++, C#, Java, Python, Smalltalk, JavaScript, etc.). The purpose of
programming is to find a sequence of instructions that will automate performing a specific task or solve a given
problem. The process of programming thus often requires expertise in many different subjects, including knowledge
of the application domain, specialized algorithms and formal logic.

Overview
Within software engineering, programming (the implementation) is regarded as one phase in a software development
process.
There is an on-going debate on the extent to which the writing of programs is an art form, a craft, or an engineering
discipline. In general, good programming is considered to be the measured application of all three, with the goal of
producing an efficient and evolvable software solution (the criteria for "efficient" and "evolvable" vary
considerably). The discipline differs from many other technical professions in that programmers, in general, do not
need to be licensed or pass any standardized (or governmentally regulated) certification tests in order to call
themselves "programmers" or even "software engineers." Because the discipline covers many areas, which may or
may not include critical applications, it is debatable whether licensing is required for the profession as a whole. In
most cases, the discipline is self-governed by the entities which require the programming, and sometimes very strict
environments are defined (e.g. United States Air Force use of AdaCore and security clearance). However,
representing oneself as a "professional software engineer" without a license from an accredited institution is illegal in
many parts of the world.
Another on-going debate is the extent to which the programming language used in writing computer programs 
affects the form that the final program takes.Wikipedia:Citation needed This debate is analogous to that surrounding 
the Sapir–Whorf hypothesis[2] in linguistics and cognitive science, which postulates that a particular spoken 
language's nature influences the habitual thought of its speakers. Different language patterns yield different patterns
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of thought. This idea challenges the possibility of representing the world perfectly with language, because it
acknowledges that the mechanisms of any language condition the thoughts of its speaker community.

History
See also: History of programming languages

Ada Lovelace created the first algorithm designed
for processing by a computer and is usually

recognized as history's first computer
programmer.

Ancient cultures had no conception of computing beyond arithmetic,
algebra, and geometry, occasionally aping elements of calculus (e.g.
the method of exhaustion). The only mechanical device that existed for
numerical computation at the beginning of human history was the
abacus, invented in Sumeria circa 2500 BC. Later, the Antikythera
mechanism, invented some time around 100 BC in ancient Greece, is
the first known mechanical calculator utilizing gears of various sizes
and configuration to perform calculations,[3] which tracked the metonic
cycle still used in lunar-to-solar calendars, and which is consistent for
calculating the dates of the Olympiads. The Kurdish medieval scientist
Al-Jazari built programmable automata in 1206 AD. One system
employed in these devices was the use of pegs and cams placed into a
wooden drum at specific locations, which would sequentially trigger
levers that in turn operated percussion instruments. The output of this
device was a small drummer playing various rhythms and drum
patterns. The Jacquard loom, which Joseph Marie Jacquard developed
in 1801, uses a series of pasteboard cards with holes punched in them.
The hole pattern represented the pattern that the loom had to follow in
weaving cloth. The loom could produce entirely different weaves using
different sets of cards. Charles Babbage adopted the use of punched
cards around 1830 to control his Analytical Engine. The first computer program was written for the Analytical
Engine by mathematician Ada Lovelace to calculate a sequence of Bernoulli numbers. The synthesis of numerical
calculation, predetermined operation and output, along with a way to organize and input instructions in a manner
relatively easy for humans to conceive and produce, led to the modern development of computer programming.
Development of computer programming accelerated through the Industrial Revolution.
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Data and instructions were once stored on
external punched cards, which were kept in order

and arranged in program decks.

In the 1880s, Herman Hollerith invented the recording of data on a
medium that could then be read by a machine. Prior uses of machine
readable media, above, had been for lists of instructions (not data) to
drive programmed machines such as Jacquard looms and mechanized
musical instruments. "After some initial trials with paper tape, he
settled on punched cards..." To process these punched cards, first
known as "Hollerith cards" he invented the keypunch, sorter, and
tabulator unit record machines.[4] These inventions were the foundation
of the data processing industry. In 1896 he founded the Tabulating
Machine Company (which later became the core of IBM). The addition
of a control panel (plugboard) to his 1906 Type I Tabulator allowed it
to do different jobs without having to be physically rebuilt. By the late
1940s, there were several unit record calculators, such as the IBM 602
and IBM 604, whose control panels specified a sequence (list) of
operations and thus were programmable machines.

The invention of the von Neumann architecture allowed computer
programs to be stored in computer memory. Early programs had to be painstakingly crafted using the instructions
(elementary operations) of the particular machine, often in binary notation. Every model of computer would likely
use different instructions (machine language) to do the same task. Later, assembly languages were developed that let
the programmer specify each instruction in a text format, entering abbreviations for each operation code instead of a
number and specifying addresses in symbolic form (e.g., ADD X, TOTAL). Entering a program in assembly
language is usually more convenient, faster, and less prone to human error than using machine language, but because
an assembly language is little more than a different notation for a machine language, any two machines with
different instruction sets also have different assembly languages.

Some of the earliest computer programmers were women. According to Dr. Sadie Plant, programming is essentially
feminine—not simply because women, from Ada Lovelace to Grace Hopper, were the first programmers, but
because of the historical and theoretical ties between programming and what Freud called the quintessentially
feminine invention of weaving, between female sexuality as mimicry and the mimicry grounding Turing's vision of
computers as universal machines. Women, Plant argues, have not merely had a minor part to play in the emergence
of digital machines...Theirs is not a subsidiary role which needs to be rescued for posterity, a small supplement
whose inclusion would set the existing records straight...Hardware, software, wetware-before their beginnings and
beyond their ends, women have been the simulators, assemblers, and programmers of the digital machines.[5]

Wired control panel for an IBM 402 Accounting
Machine

In 1954, FORTRAN was invented; it was the first high level
programming language to have a functional implementation, as
opposed to just a design on paper. (A high-level language is, in very
general terms, any programming language that allows the programmer
to write programs in terms that are more abstract than assembly
language instructions, i.e. at a level of abstraction "higher" than that of
an assembly language.) It allowed programmers to specify calculations
by entering a formula directly (e.g. Y = X*2 + 5*X + 9). The program
text, or source, is converted into machine instructions using a special
program called a compiler, which translates the FORTRAN program
into machine language. In fact, the name FORTRAN stands for
"Formula Translation". Many other languages were developed,
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including some for commercial programming, such as COBOL. Programs were mostly still entered using punched
cards or paper tape. (See computer programming in the punch card era). By the late 1960s, data storage devices and
computer terminals became inexpensive enough that programs could be created by typing directly into the
computers. Text editors were developed that allowed changes and corrections to be made much more easily than
with punched cards. (Usually, an error in punching a card meant that the card had to be discarded and a new one
punched to replace it.)
As time has progressed, computers have made giant leaps in the area of processing power. This has brought about
newer programming languages that are more abstracted from the underlying hardware. Popular programming
languages of the modern era include ActionScript, C, C++, C#, Haskell, PHP, Java, JavaScript, Objective-C, Perl,
Python, Ruby, Smalltalk, SQL, Visual Basic, and dozens more. Although these high-level languages usually incur
greater overhead, the increase in speed of modern computers has made the use of these languages much more
practical than in the past. These increasingly abstracted languages typically are easier to learn and allow the
programmer to develop applications much more efficiently and with less source code. However, high-level
languages are still impractical for a few programs, such as those where low-level hardware control is necessary or
where maximum processing speed is vital. Computer programming has become a popular career in the developed
world, particularly in the United States, Europe, and Japan. Due to the high labor cost of programmers in these
countries, some forms of programming have been increasingly subject to offshore outsourcing (importing software
and services from other countries, usually at a lower wage), making programming career decisions in developed
countries more complicated, while increasing economic opportunities for programmers in less developed areas,
particularly China and India.

Modern programming

Quality requirements
Whatever the approach to development may be, the final program must satisfy some fundamental properties. The
following properties are among the most relevant:
• Reliability: how often the results of a program are correct. This depends on conceptual correctness of algorithms,

and minimization of programming mistakes, such as mistakes in resource management (e.g., buffer overflows and
race conditions) and logic errors (such as division by zero or off-by-one errors).

• Robustness: how well a program anticipates problems due to errors (not bugs). This includes situations such as
incorrect, inappropriate or corrupt data, unavailability of needed resources such as memory, operating system
services and network connections, user error, and unexpected power outages.

• Usability: the ergonomics of a program: the ease with which a person can use the program for its intended
purpose or in some cases even unanticipated purposes. Such issues can make or break its success even regardless
of other issues. This involves a wide range of textual, graphical and sometimes hardware elements that improve
the clarity, intuitiveness, cohesiveness and completeness of a program's user interface.

• Portability: the range of computer hardware and operating system platforms on which the source code of a
program can be compiled/interpreted and run. This depends on differences in the programming facilities provided
by the different platforms, including hardware and operating system resources, expected behavior of the hardware
and operating system, and availability of platform specific compilers (and sometimes libraries) for the language of
the source code.

• Maintainability: the ease with which a program can be modified by its present or future developers in order to
make improvements or customizations, fix bugs and security holes, or adapt it to new environments. Good
practices during initial development make the difference in this regard. This quality may not be directly apparent
to the end user but it can significantly affect the fate of a program over the long term.
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• Efficiency/performance: the amount of system resources a program consumes (processor time, memory space,
slow devices such as disks, network bandwidth and to some extent even user interaction): the less, the better. This
also includes careful management of resources, for example cleaning up temporary files and eliminating memory
leaks.

Readability of source code
In computer programming, readability refers to the ease with which a human reader can comprehend the purpose,
control flow, and operation of source code. It affects the aspects of quality above, including portability, usability and
most importantly maintainability.
Readability is important because programmers spend the majority of their time reading, trying to understand and
modifying existing source code, rather than writing new source code. Unreadable code often leads to bugs,
inefficiencies, and duplicated code. A study[6] found that a few simple readability transformations made code shorter
and drastically reduced the time to understand it.
Following a consistent programming style often helps readability. However, readability is more than just
programming style. Many factors, having little or nothing to do with the ability of the computer to efficiently
compile and execute the code, contribute to readability. Some of these factors include:
• Different indentation styles (whitespace)
•• Comments
•• Decomposition
• Naming conventions for objects (such as variables, classes, procedures, etc.)
Various visual programming languages have also been developed with the intent to resolve readability concerns by
adopting non-traditional approaches to code structure and display.

Algorithmic complexity
The academic field and the engineering practice of computer programming are both largely concerned with
discovering and implementing the most efficient algorithms for a given class of problem. For this purpose,
algorithms are classified into orders using so-called Big O notation, which expresses resource use, such as execution
time or memory consumption, in terms of the size of an input. Expert programmers are familiar with a variety of
well-established algorithms and their respective complexities and use this knowledge to choose algorithms that are
best suited to the circumstances.

Methodologies
The first step in most formal software development processes is requirements analysis, followed by testing to
determine value modeling, implementation, and failure elimination (debugging). There exist a lot of differing
approaches for each of those tasks. One approach popular for requirements analysis is Use Case analysis. Many
programmers use forms of Agile software development where the various stages of formal software development are
more integrated together into short cycles that take a few weeks rather than years. There are many approaches to the
Software development process.
Popular modeling techniques include Object-Oriented Analysis and Design (OOAD) and Model-Driven Architecture
(MDA). The Unified Modeling Language (UML) is a notation used for both the OOAD and MDA.
A similar technique used for database design is Entity-Relationship Modeling (ER Modeling).
Implementation techniques include imperative languages (object-oriented or procedural), functional languages, and
logic languages.
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Measuring language usage
It is very difficult to determine what are the most popular of modern programming languages. Some languages are
very popular for particular kinds of applications (e.g., COBOL is still strong in the corporate data
center,Wikipedia:Citation needed often on large mainframes, FORTRAN in engineering applications, scripting
languages in Web development, and C in embedded applications), while some languages are regularly used to write
many different kinds of applications. Also many applications use a mix of several languages in their construction and
use. New languages are generally designed around the syntax of a previous language with new functionality added
(for example C++ adds object-orientedness to C, and Java adds memory management and bytecode to C++, and as a
consequence loses efficiency and the ability for low-level manipulation).
Methods of measuring programming language popularity include: counting the number of job advertisements that
mention the language,[7] the number of books sold and courses teaching the language (this overestimates the
importance of newer languages), and estimates of the number of existing lines of code written in the language (this
underestimates the number of users of business languages such as COBOL).

Debugging

The bug from 1947 which is at the origin of a
popular (but incorrect) etymology for the

common term for a software defect.

Debugging is a very important task in the software development
process since having defects in a program can have significant
consequences for its users. Some languages are more prone to some
kinds of faults because their specification does not require compilers to
perform as much checking as other languages. Use of a static code
analysis tool can help detect some possible problems.

Debugging is often done with IDEs like Eclipse, Kdevelop, NetBeans,
Code::Blocks, and Visual Studio. Standalone debuggers like gdb are
also used, and these often provide less of a visual environment, usually
using a command line.

Programming languages
Main articles: Programming language and List of programming languages
Different programming languages support different styles of programming (called programming paradigms). The
choice of language used is subject to many considerations, such as company policy, suitability to task, availability of
third-party packages, or individual preference. Ideally, the programming language best suited for the task at hand
will be selected. Trade-offs from this ideal involve finding enough programmers who know the language to build a
team, the availability of compilers for that language, and the efficiency with which programs written in a given
language execute. Languages form an approximate spectrum from "low-level" to "high-level"; "low-level" languages
are typically more machine-oriented and faster to execute, whereas "high-level" languages are more abstract and
easier to use but execute less quickly. It is usually easier to code in "high-level" languages than in "low-level" ones.
Allen Downey, in his book How To Think Like A Computer Scientist, writes:

The details look different in different languages, but a few basic instructions appear in just about every
language:

•• Input: Gather data from the keyboard, a file, or some other device.
•• Output: Display data on the screen or send data to a file or other device.
•• Arithmetic: Perform basic arithmetical operations like addition and multiplication.
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•• Conditional Execution: Check for certain conditions and execute the appropriate sequence of statements.
•• Repetition: Perform some action repeatedly, usually with some variation.

Many computer languages provide a mechanism to call functions provided by shared libraries. Provided the
functions in a library follow the appropriate run time conventions (e.g., method of passing arguments), then these
functions may be written in any other language.

Programmers
Main article: Programmer
See also: Software developer and Software engineer
Computer programmers are those who write computer software. Their jobs usually involve:
•• Coding
•• Debugging
•• Documentation
•• Integration
•• Maintenance
•• Requirements analysis
•• Software architecture
•• Software testing
•• Specification

References
[1] http:/ / en. wikipedia. org/ w/ index. php?title=Template:Software_development_process& action=edit
[2] Kenneth E. Iverson, the originator of the APL programming language, believed that the Sapir–Whorf hypothesis applied to computer

languages (without actually mentioning the hypothesis by name). His Turing award lecture, "Notation as a tool of thought", was devoted to
this theme, arguing that more powerful notations aided thinking about computer algorithms. Iverson K.E.," Notation as a tool of thought (http:/
/ elliscave. com/ APL_J/ tool. pdf)", Communications of the ACM, 23: 444-465 (August 1980).

[3] " Ancient Greek Computer's Inner Workings Deciphered (http:/ / news. nationalgeographic. com/ news/ 2006/ 11/ 061129-ancient-greece.
html)". National Geographic News. November 29, 2006.

[4] U.S. Census Bureau: The Hollerith Machine (http:/ / www. census. gov/ history/ www/ innovations/ technology/ the_hollerith_tabulator.
html)

[5][5] Chun, Wendy. "On Software, or the Persistence of Visual Knowledge." Grey Room 18. Boston: 2004, pgs. 34-35
[6] James L. Elshoff, Michael Marcotty, Improving computer program readability to aid modification (http:/ / doi. acm. org/ 10. 1145/ 358589.

358596), Communications of the ACM, v.25 n.8, p.512-521, Aug 1982.
[7] Survey of Job advertisements mentioning a given language (http:/ / www. computerweekly. com/ Articles/ 2007/ 09/ 11/ 226631/

sslcomputer-weekly-it-salary-survey-finance-boom-drives-it-job. htm)

Further reading
• A.K. Hartmann, Practical Guide to Computer Simulations (http:/ / www. worldscibooks. com/ physics/ 6988.

html), Singapore: World Scientific (2009)
• A. Hunt, D. Thomas, and W. Cunningham, The Pragmatic Programmer. From Journeyman to Master,

Amsterdam: Addison-Wesley Longman (1999)
• Brian W. Kernighan, The Practice of Programming, Pearson (1999)
• Weinberg, Gerald M., The Psychology of Computer Programming, New York: Van Nostrand Reinhold

http://en.wikipedia.org/w/index.php?title=Shared_library
http://en.wikipedia.org/w/index.php?title=Argument_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Software_developer
http://en.wikipedia.org/w/index.php?title=Software_engineer
http://en.wikipedia.org/w/index.php?title=Documentation
http://en.wikipedia.org/w/index.php?title=System_integration
http://en.wikipedia.org/w/index.php?title=Software_maintenance
http://en.wikipedia.org/w/index.php?title=Software_architecture
http://en.wikipedia.org/w/index.php?title=Specification
http://en.wikipedia.org/w/index.php?title=Template:Software_development_process&action=edit
http://en.wikipedia.org/w/index.php?title=Kenneth_E._Iverson
http://en.wikipedia.org/w/index.php?title=APL_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Turing_award
http://elliscave.com/APL_J/tool.pdf
http://elliscave.com/APL_J/tool.pdf
http://news.nationalgeographic.com/news/2006/11/061129-ancient-greece.html
http://news.nationalgeographic.com/news/2006/11/061129-ancient-greece.html
http://www.census.gov/history/www/innovations/technology/the_hollerith_tabulator.html
http://www.census.gov/history/www/innovations/technology/the_hollerith_tabulator.html
http://doi.acm.org/10.1145/358589.358596
http://doi.acm.org/10.1145/358589.358596
http://www.computerweekly.com/Articles/2007/09/11/226631/sslcomputer-weekly-it-salary-survey-finance-boom-drives-it-job.htm
http://www.computerweekly.com/Articles/2007/09/11/226631/sslcomputer-weekly-it-salary-survey-finance-boom-drives-it-job.htm
http://www.worldscibooks.com/physics/6988.html
http://www.worldscibooks.com/physics/6988.html
http://en.wikipedia.org/w/index.php?title=World_Scientific
http://en.wikipedia.org/w/index.php?title=Gerald_Weinberg


Computer programming 9

External links

Library resources about
Computer programming

• Online books (http:/ / tools. wmflabs. org/ ftl/ cgi-bin/ ftl?st=wp& su=Computer+ programming& library=OLBP)
• Resources in your library (http:/ / tools. wmflabs. org/ ftl/ cgi-bin/ ftl?st=wp& su=Computer+ programming)
• Resources in other libraries (http:/ / tools. wmflabs. org/ ftl/ cgi-bin/ ftl?st=wp& su=Computer+ programming& library=0CHOOSE0)

• Software engineering (http:/ / www. dmoz. org/ Computers/ Software/ Software_Engineering/ ) at DMOZ
• Programming Wikia (http:/ / code. wikia. com/ wiki/ Programmer's_Wiki)

History of programming languages
This article discusses the major developments in the history of programming languages [1] . For a detailed timeline of
events, see: Timeline of programming languages.

Early history
The first programming languages predate the modern computer.
During a nine-month period in 1842-1843, Ada Lovelace translated the memoir of Italian mathematician Luigi
Menabrea about Charles Babbage's newest proposed machine, the Analytical Engine. With the article she appended a
set of notes which specified in complete detail a method for calculating Bernoulli numbers with the Analytical
Engine, recognized by some historians as the world's first computer program.
Herman Hollerith realized that he could encode information on punch cards when he observed that train conductors
encode the appearance of the ticket holders on the train tickets using the position of punched holes on the tickets.
Hollerith then encoded the 1890 census data on punch cards.
The first computer codes were specialized for their applications. In the first decades of the 20th century, numerical
calculations were based on decimal numbers. Eventually it was realized that logic could be represented with
numbers, not only with words. For example, Alonzo Church was able to express the lambda calculus in a formulaic
way. The Turing machine was an abstraction of the operation of a tape-marking machine, for example, in use at the
telephone companies. Turing machines set the basis for storage of programs as data in the von Neumann architecture
of computers by representing a machine through a finite number. However, unlike the lambda calculus, Turing's
code does not serve well as a basis for higher-level languages—its principal use is in rigorous analyses of
algorithmic complexity.
Like many "firsts" in history, the first modern programming language is hard to identify. From the start, the
restrictions of the hardware defined the language. Punch cards allowed 80 columns, but some of the columns had to
be used for a sorting number on each card. FORTRAN included some keywords which were the same as English
words, such as "IF", "GOTO" (go to) and "CONTINUE". The use of a magnetic drum for memory meant that
computer programs also had to be interleaved with the rotations of the drum. Thus the programs were more
hardware-dependent.
To some people, what was the first modern programming language depends on how much power and
human-readability is required before the status of "programming language" is granted. Jacquard looms and Charles
Babbage's Difference Engine both had simple, extremely limited languages for describing the actions that these
machines should perform. One can even regard the punch holes on a player piano scroll as a limited domain-specific
language, albeit not designed for human consumption.
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First programming languages
In the 1940s, the first recognizably modern electrically powered computers were created. The limited speed and
memory capacity forced programmers to write hand tuned assembly language programs. It was eventually realized
that programming in assembly language required a great deal of intellectual effort and was error-prone.
The first programming languages designed to communicate instructions to a computer were written in the 1950s. An
early high-level programming language to be designed for a computer was Plankalkül, developed for the German Z3
by Konrad Zuse between 1943 and 1945. However, it was not implemented until 1998 and 2000.[2]

John Mauchly's Short Code, proposed in 1949, was one of the first high-level languages ever developed for an
electronic computer.[3] Unlike machine code, Short Code statements represented mathematical expressions in
understandable form. However, the program had to be translated into machine code every time it ran, making the
process much slower than running the equivalent machine code.
At the University of Manchester, Alick Glennie developed Autocode in the early 1950s. A programming language, it
used a compiler to automatically convert the language into machine code. The first code and compiler was developed
in 1952 for the Mark 1 computer at the University of Manchester and is considered to be the first compiled
high-level programming language.
The second autocode was developed for the Mark 1 by R. A. Brooker in 1954 and was called the "Mark 1
Autocode". Brooker also developed an autocode for the Ferranti Mercury in the 1950s in conjunction with the
University of Manchester. The version for the EDSAC 2 was devised by D. F. Hartley of University of Cambridge
Mathematical Laboratory in 1961. Known as EDSAC 2 Autocode, it was a straight development from Mercury
Autocode adapted for local circumstances, and was noted for its object code optimisation and source-language
diagnostics which were advanced for the time. A contemporary but separate thread of development, Atlas Autocode
was developed for the University of Manchester Atlas 1 machine.
Another early programming language was devised by Grace Hopper in the US, called FLOW-MATIC. It was
developed for the UNIVAC I at Remington Rand during the period from 1955 until 1959. Hopper found that
business data processing customers were uncomfortable with mathematical notation, and in early 1955, she and her
team wrote a specification for an English programming language and implemented a prototype.[4] The
FLOW-MATIC compiler became publicly available in early 1958 and was substantially complete in 1959.[5]

Flow-Matic was a major influence in the design of COBOL, since only it and its direct descendent AIMACO were in
actual use at the time.[6] The language Fortran was developed at IBM in the mid 1950s, and became the first widely
used high-level general purpose programming language.
Other languages still in use today, include LISP (1958), invented by John McCarthy and COBOL (1959), created by
the Short Range Committee, heavily influenced by Grace Hopper. Another milestone in the late 1950s was the
publication, by a committee of American and European computer scientists, of "a new language for algorithms"; the
ALGOL 60 Report (the "ALGOrithmic Language"). This report consolidated many ideas circulating at the time and
featured three key language innovations:
• nested block structure: code sequences and associated declarations could be grouped into blocks without having

to be turned into separate, explicitly named procedures;
• lexical scoping: a block could have its own private variables, procedures and functions, invisible to code outside

that block, that is, information hiding.
Another innovation, related to this, was in how the language was described:
• a mathematically exact notation, Backus-Naur Form (BNF), was used to describe the language's syntax. Nearly all

subsequent programming languages have used a variant of BNF to describe the context-free portion of their
syntax.

Algol 60 was particularly influential in the design of later languages, some of which soon became more popular. The
Burroughs large systems were designed to be programmed in an extended subset of Algol.
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Algol's key ideas were continued, producing ALGOL 68:
•• syntax and semantics became even more orthogonal, with anonymous routines, a recursive typing system with

higher-order functions, etc.;
• not only the context-free part, but the full language syntax and semantics were defined formally, in terms of Van

Wijngaarden grammar, a formalism designed specifically for this purpose.
Algol 68's many little-used language features (for example, concurrent and parallel blocks) and its complex system
of syntactic shortcuts and automatic type coercions made it unpopular with implementers and gained it a reputation
of being difficult. Niklaus Wirth actually walked out of the design committee to create the simpler Pascal language.
Some important languages that were developed in this period include:

• 1951 - Regional Assembly Language • 1959 - RPG
• 1952 - Autocode • 1962 - APL
• 1954 - IPL (forerunner to LISP) • 1962 - Simula
• 1955 - FLOW-MATIC (led to COBOL) • 1962 - SNOBOL
• 1957 - FORTRAN (First compiler) • 1963 - CPL (forerunner to C)
• 1957 - COMTRAN (precursor to COBOL) • 1964 - BASIC
• 1958 - LISP • 1964 - PL/I
• 1958 - ALGOL 58 • 1966 - JOSS
• 1959 - FACT (forerunner to COBOL) • 1967 - BCPL (forerunner to C)
• 1959 - COBOL

Establishing fundamental paradigms
The period from the late 1960s to the late 1970s brought a major flowering of programming languages. Most of the
major language paradigms now in use were invented in this period:
• Simula, invented in the late 1960s by Nygaard and Dahl as a superset of Algol 60, was the first language

designed to support object-oriented programming.
• C, an early systems programming language, was developed by Dennis Ritchie and Ken Thompson at Bell Labs

between 1969 and 1973.
• Smalltalk (mid-1970s) provided a complete ground-up design of an object-oriented language.
• Prolog, designed in 1972 by Colmerauer, Roussel, and Kowalski, was the first logic programming language.
• ML built a polymorphic type system (invented by Robin Milner in 1973) on top of Lisp, pioneering statically

typed functional programming languages.
Each of these languages spawned an entire family of descendants, and most modern languages count at least one of
them in their ancestry.
The 1960s and 1970s also saw considerable debate over the merits of "structured programming", which essentially
meant programming without the use of Goto. This debate was closely related to language design: some languages
did not include GOTO, which forced structured programming on the programmer. Although the debate raged hotly
at the time, nearly all programmers now agree that, even in languages that provide GOTO, it is bad programming
style to use it except in rare circumstances. As a result, later generations of language designers have found the
structured programming debate tedious and even bewildering.
To provide even faster compile times, some languages were structured for "one-pass compilers" which expect
subordinate routines to be defined first, as with Pascal, where the main routine, or driver function, is the final section
of the program listing.
Some important languages that were developed in this period include:
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• 1968 - Logo
• 1969 - B (forerunner to C)
• 1970 - Pascal
• 1970 - Forth
• 1972 - C

• 1972 - Smalltalk
• 1972 - Prolog
• 1973 - ML
• 1975 - Scheme
• 1978 - SQL (a query language, later extended)

1980s: consolidation, modules, performance
The 1980s were years of relative consolidation in imperative languages. Rather than inventing new paradigms, all of
these movements elaborated upon the ideas invented in the previous decade. C++ combined object-oriented and
systems programming. The United States government standardized Ada, a systems programming language intended
for use by defense contractors. In Japan and elsewhere, vast sums were spent investigating so-called fifth-generation
programming languages that incorporated logic programming constructs. The functional languages community
moved to standardize ML and Lisp. Research in Miranda, a functional language with lazy evaluation, began to take
hold in this decade.
One important new trend in language design was an increased focus on programming for large-scale systems through
the use of modules, or large-scale organizational units of code. Modula, Ada, and ML all developed notable module
systems in the 1980s. Module systems were often wedded to generic programming constructs---generics being, in
essence, parametrized modules (see also polymorphism in object-oriented programming).
Although major new paradigms for imperative programming languages did not appear, many researchers expanded
on the ideas of prior languages and adapted them to new contexts. For example, the languages of the Argus and
Emerald systems adapted object-oriented programming to distributed systems.
The 1980s also brought advances in programming language implementation. The RISC movement in computer
architecture postulated that hardware should be designed for compilers rather than for human assembly
programmers. Aided by processor speed improvements that enabled increasingly aggressive compilation techniques,
the RISC movement sparked greater interest in compilation technology for high-level languages.
Language technology continued along these lines well into the 1990s.
Some important languages that were developed in this period include:

• 1980 - C++ (as C with classes, renamed in 1983) • 1986 - Erlang
• 1983 - Ada • 1987 - Perl
• 1984 - Common Lisp • 1988 - Tcl
• 1984 - MATLAB • 1988 - Mathematica
• 1985 - Eiffel • 1989 - FL (Backus)
• 1986 - Objective-C

1990s: the Internet age
The rapid growth of the Internet in the mid-1990s was the next major historic event in programming languages. By 
opening up a radically new platform for computer systems, the Internet created an opportunity for new languages to 
be adopted. In particular, the JavaScript programming language rose to popularity because of its early integration 
with the Netscape Navigator web browser. Various other scripting languages achieved widespread use in developing 
customized application for web servers such as PHP. The 1990s saw no fundamental novelty in imperative 
languages, but much recombination and maturation of old ideas. This era began the spread of functional languages. 
A big driving philosophy was programmer productivity. Many "rapid application development" (RAD) languages 
emerged, which usually came with an IDE, garbage collection, and were descendants of older languages. All such 
languages were object-oriented. These included Object Pascal, Visual Basic, and Java. Java in particular received 
much attention. More radical and innovative than the RAD languages were the new scripting languages. These did
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not directly descend from other languages and featured new syntaxes and more liberal incorporation of features.
Many consider these scripting languages to be more productive than even the RAD languages, but often because of
choices that make small programs simpler but large programs more difficult to write and
maintain.Wikipedia:Citation needed Nevertheless, scripting languages came to be the most prominent ones used in
connection with the Web.
Some important languages that were developed in this period include:

• 1990 - Haskell • 1995 - Java
• 1991 - Python • 1995 - Delphi (Object Pascal)
• 1991 - Visual Basic • 1995 - JavaScript
• 1993 - Ruby • 1995 - PHP
• 1993 - Lua • 1996 - WebDNA
• 1994 - CLOS (part of ANSI Common Lisp) • 1997 - Rebol
• 1995 - Ada 95 • 1999 - D

Current trends
Programming language evolution continues, in both industry and research. Some of the current trends include:
• Increasing support for functional programming in mainstream languages used commercially, including pure

functional programming for making code easier to reason about and easier to parallelise (at both micro- and
macro- levels)

• Constructs to support concurrent and distributed programming.
• Mechanisms for adding security and reliability verification to the language: extended static checking, dependent

typing, information flow control, static thread safety.
• Alternative mechanisms for modularity: mixins, delegates, aspects.
•• Component-oriented software development.
• Metaprogramming, reflection or access to the abstract syntax tree
•• Increased emphasis on distribution and mobility.
• Integration with databases, including XML and relational databases.
• Support for Unicode so that source code (program text) is not restricted to those characters contained in the ASCII

character set; allowing, for example, use of non-Latin-based scripts or extended punctuation.
• XML for graphical interface (XUL, XAML).
• Open source as a developmental philosophy for languages, including the GNU compiler collection and recent

languages such as Python, Ruby, and Squeak.
• AOP or Aspect Oriented Programming allowing developers to code by places in code extended behaviors.
• Massively parallel languages for coding 2000 processor GPU graphics processing units and supercomputer arrays

including OpenCL
Some important languages developed during this period include:

• 2000 - ActionScript
• 2001 - C#
• 2001 - Visual Basic .NET
• 2002 - F#
• 2003 - Groovy

• 2003 - Scala
• 2007 - Clojure
• 2009 - Go
• 2011 - Dart
• 2012 - Rust
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Prominent people
Some key people who helped develop programming languages (in alpha order):
• Joe Armstrong, creator of Erlang.
• John Backus, inventor of Fortran.
• Alan Cooper, developer of Visual Basic.
• Edsger W. Dijkstra, developed the framework for structured programming.
• Jean-Yves Girard, co-inventor of the polymorphic lambda calculus (System F).
• James Gosling, developer of Oak, the precursor of Java.
• Anders Hejlsberg, developer of Turbo Pascal, Delphi and C#.
• Rich Hickey, creator of Clojure.
• Grace Hopper, developer of Flow-Matic, influencing COBOL.
• Jean Ichbiah, chief designer of Ada, Ada 83
• Kenneth E. Iverson, developer of APL, and co-developer of J along with Roger Hui.
• Alan Kay, pioneering work on object-oriented programming, and originator of Smalltalk.
• Brian Kernighan, co-author of the first book on the C programming language with Dennis Ritchie, coauthor of the

AWK and AMPL programming languages.
• Yukihiro Matsumoto, creator of Ruby.
• John McCarthy, inventor of LISP.
• Bertrand Meyer, inventor of Eiffel.
• Robin Milner, inventor of ML, and sharing credit for Hindley–Milner polymorphic type inference.
• John von Neumann, originator of the operating system concept.
• Martin Odersky, creator of Scala, and previously a contributor to the design of Java.
• John C. Reynolds, co-inventor of the polymorphic lambda calculus (System F).
• Dennis Ritchie, inventor of C. Unix Operating System, Plan 9 Operating System.
• Nathaniel Rochester, inventor of first assembler (IBM 701).
• Guido van Rossum, creator of Python.
• Bjarne Stroustrup, developer of C++.
• Ken Thompson, inventor of B, Go Programming Language, Inferno Programming Language, and Unix Operating

System co-author.
• Larry Wall, creator of the Perl programming language (see Perl and Perl 6).
• Niklaus Wirth, inventor of Pascal, Modula and Oberon.
• Stephen Wolfram, creator of Mathematica.
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Further reading
• Rosen, Saul, (editor), Programming Systems and Languages, McGraw-Hill, 1967
• Sammet, Jean E., Programming Languages: History and Fundamentals, Prentice-Hall, 1969
• Sammet, Jean E., "Programming Languages: History and Future", Communications of the ACM, of Volume 15,

Number 7, July 1972
• Richard L. Wexelblat (ed.): History of Programming Languages, Academic Press 1981.
• Thomas J. Bergin and Richard G. Gibson (eds.): History of Programming Languages, Addison Wesley, 1996.

External links
• History and evolution of programming languages (http:/ / www. scriptol. com/ programming/ history. php).
• Graph of programming language history (http:/ / www. levenez. com/ lang/ history. html)

Comparison of programming languages

Programming language
comparisons

•• General comparison
•• Basic syntax
•• Basic instructions
•• Arrays
•• Associative arrays
•• String operations
•• String functions
•• List comprehension
•• Object-oriented programming
•• Object-oriented constructors
•• Database access
•• Evaluation strategy
•• List of "Hello World" programs

•• Web application frameworks
•• Comparison of the Java and .NET platforms

•• Comparison of individual programming languages
•• ALGOL 58's influence on ALGOL 60
•• ALGOL 60: Comparisons with other languages
•• Comparison of ALGOL 68 and C++
•• ALGOL 68: Comparisons with other languages
•• Compatibility of C and C++
•• Comparison of Pascal and Borland Delphi
•• Comparison of Object Pascal and C
•• Comparison of Pascal and C
•• Comparison of Java and C++
•• Comparison of C# and Java
•• Comparison of C# and Visual Basic .NET
•• Comparison of Visual Basic and Visual Basic .NET

•• v
•• t
• e [1]
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Comparison of programming languages is a common topic of discussion among software engineers. Basic
instructions of several programming languages are compared here.

Conventions of this article
The bold is the literal code. The non-bold is interpreted by the reader. Statements in guillemets (« … ») are optional.
Tab ↹ indicates a necessary indent (with whitespace).

Type identifiers

Integers

8 bit (byte) 16 bit (short integer) 32 bit 64 bit (long integer) Word size Arbitrarily precise (bignum)

Signed Unsigned Signed Unsigned Signed Unsigned Signed Unsigned Signed Unsigned

Ada
[2] range -2**7 ..

2**7 - 1[j]

range 0 ..

2**8 - 1[j] or

mod 2**8[k]

range -2**15 ..

2**15 - 1[j]

range 0 ..

2**16 - 1[j] or

mod 2**16[k]

range -2**31 ..

2**31 - 1[j]

range 0 ..

2**32 - 1[j]

or mod

2**32[k]

range -2**63 ..

2**63 - 1[j]

mod 2**64[k] Integer[j] range 0 ..

2**Integer'<wbr/>Size

- 1[j] or mod

Integer'<wbr/>Size[k]

N/A

ALGOL 68

(variable-width)
short short int[c]

N/A
short int[c]

N/A
int[c]

N/A
long int[c]

N/A
int[c] N/A

long long int [a][g]

bytes & bits

C (C99

fixed-width)

int8_t uint8_t int16_t uint16_t int32_t uint32_t int64_t uint64_t int unsigned int

N/A

C++ (C++11

fixed-width)

C (C99

variable-width)

signed char unsigned

char

short[c] unsigned

short[c]

long[c] unsigned

long[c]

long long[c] unsigned

long long[c]

C++ (C++11

variable-width)

Objective-C signed char unsigned

char

short[c] unsigned

short[c]

long[c] unsigned

long[c]

long long[c] unsigned

long long[c]

int

or

NSInteger

unsigned int

or

NSUInteger

C# sbyte byte short ushort int uint long ulong IntPtr UIntPtr System.Numerics<wbr/>.BigInteger

(.NET 4.0)

Java byte N/A char[b] N/A N/A N/A N/A java.math<wbr/>.BigInteger

Go int8 uint8 or

byte

int16 uint16 int32 uint32 int64 uint64 int uint big.Int

D byte ubyte short ushort int uint long ulong N/A N/A BigInt

Common

Lisp
[3]

bignum

Scheme

ISLISP
[4] bignum

Pascal (FPC) shortint byte smallint word longint longword int64 qword integer cardinal N/A

Visual Basic N/A Byte Integer N/A Long N/A N/A

N/A

N/A

Visual Basic

.NET

SByte Short UShort Integer UInteger Long ULong System.Numerics<wbr/>.BigInteger

(.NET 4.0)

http://en.wikipedia.org/w/index.php?title=Software_engineer
http://en.wikipedia.org/w/index.php?title=Guillemets
http://en.wikipedia.org/w/index.php?title=Integer_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Byte
http://en.wikipedia.org/w/index.php?title=Short_integer
http://en.wikipedia.org/w/index.php?title=Long_integer
http://en.wikipedia.org/w/index.php?title=Arbitrary-precision_arithmetic
http://en.wikipedia.org/w/index.php?title=Ada_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=ALGOL_68
http://en.wikipedia.org/w/index.php?title=C_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=C99
http://en.wikipedia.org/w/index.php?title=C%2B%2B
http://en.wikipedia.org/w/index.php?title=C%2B%2B11
http://en.wikipedia.org/w/index.php?title=C_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=C99
http://en.wikipedia.org/w/index.php?title=C%2B%2B
http://en.wikipedia.org/w/index.php?title=C%2B%2B11
http://en.wikipedia.org/w/index.php?title=Objective-C
http://en.wikipedia.org/w/index.php?title=C_Sharp_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Java_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Go_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=D_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Common_Lisp
http://en.wikipedia.org/w/index.php?title=Common_Lisp
http://en.wikipedia.org/w/index.php?title=Scheme_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=ISLISP
http://en.wikipedia.org/w/index.php?title=Pascal_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Free_Pascal
http://en.wikipedia.org/w/index.php?title=Visual_Basic
http://en.wikipedia.org/w/index.php?title=Visual_Basic_.NET
http://en.wikipedia.org/w/index.php?title=Visual_Basic_.NET
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Python 2.x N/A N/A N/A N/A int N/A long

Python 3.x N/A N/A N/A N/A N/A int

S-Lang N/A N/A N/A N/A N/A N/A

Fortran
INTEGER<wbr/>(KIND

= n)[f]

N/A
INTEGER<wbr/>(KIND

= n)[f]

N/A
INTEGER<wbr/>(KIND

= n)[f]

N/A
INTEGER<wbr/>(KIND

= n)[f]

N/A

PHP N/A N/A
int [m]

N/A
int [m]

N/A N/A [e]

Perl 5
N/A[d] N/A[d] N/A[d] N/A[d] N/A[d] Math::BigInt

Perl 6 int8 uint8 int16 uint16 int32 uint32 int64 uint64 Int N/A

Ruby N/A N/A N/A N/A Fixnum N/A Bignum

Scala Byte N/A Short
Char[l] Int N/A Long N/A N/A N/A scala.math.BigInt

Seed7 N/A N/A N/A N/A N/A N/A integer N/A N/A N/A bigInteger

Smalltalk N/A N/A N/A N/A SmallInteger[i] N/A LargeInteger[i]

Windows

PowerShell
N/A N/A N/A N/A N/A N/A

OCaml

N/A N/A

int32

N/A

int64

N/A

int

or

nativeint

open Big_int;;

big_int

F# sbyte byte int16 uint16 int32 or int uint32 uint64 nativeint unativeint bigint

Standard ML
N/A

Word8.word

N/A
Int32.int Word32.word Int64.int Word64.word int word LargeInt.int or

IntInf.int

Haskell (GHC) «import Int»

Int8

«import

Word»

Word8

«import Int»

Int16

«import

Word»

Word16

«import Int»

Int32

«import

Word»

Word32

«import Int»

Int64

«import Word»

Word64

Int «import Word»

Word

Integer

Eiffel INTEGER_8 NATURAL_8 INTEGER_16 NATURAL_16 INTEGER_32 NATURAL_32 INTEGER_64 NATURAL_64 INTEGER NATURAL N/A

COBOL[h] BINARY-CHAR

«SIGNED»

BINARY-CHAR

UNSIGNED

BINARY-SHORT

«SIGNED»

BINARY-SHORT

UNSIGNED

BINARY-LONG

«SIGNED»

BINARY-LONG

UNSIGNED

BINARY-DOUBLE

«SIGNED»

BINARY-DOUBLE

UNSIGNED

N/A N/A N/A

Mathematica N/A N/A N/A N/A N/A Integer

^a The standard constants int shorts and int lengths can be used to determine how many 'short's and 
'long's can be usefully prefixed to 'short int' and 'long int'. The actually size of the 'short int', 'int' 
and 'long int' is available as constants short max int, max int and long max int etc. 
^b Commonly used for characters. 
^c The ALGOL 68, C and C++ languages do not specify the exact width of the integer types short, int, long, 
and (C99, C++11) long long, so they are implementation-dependent. In C and C++ short, long, and long 
long types are required to be at least 16, 32, and 64 bits wide, respectively, but can be more. The int type is 
required to be at least as wide as short and at most as wide as long, and is typically the width of the word size on 
the processor of the machine (i.e. on a 32-bit machine it is often 32 bits wide; on 64-bit machines it is often 64 bits 
wide). C99 and C++11Wikipedia:Citation needed also define the [u]intN_t exact-width types in the stdint.h 
header. SeeC syntax#Integral types for more information. 
^d Perl 5 does not have distinct types. Integers, floating point numbers, strings, etc. are all considered "scalars". 
^e PHP has two arbitrary-precision libraries. The BCMath library just uses strings as datatype. The GMP library 
uses an internal "resource" type. 
^f The value of "n" is provided by the SELECTED_INT_KIND[5] intrinsic function. 
^g ALGOL 68G's run time option --precision "number" can set precision for long long ints to the

http://en.wikipedia.org/w/index.php?title=Python_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=S-Lang_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Fortran
http://en.wikipedia.org/w/index.php?title=PHP
http://en.wikipedia.org/w/index.php?title=Perl
http://en.wikipedia.org/w/index.php?title=Perl_6
http://en.wikipedia.org/w/index.php?title=Ruby_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Scala_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Seed7
http://en.wikipedia.org/w/index.php?title=Smalltalk
http://en.wikipedia.org/w/index.php?title=Windows_PowerShell
http://en.wikipedia.org/w/index.php?title=Windows_PowerShell
http://en.wikipedia.org/w/index.php?title=OCaml
http://en.wikipedia.org/w/index.php?title=F_Sharp_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Standard_ML
http://en.wikipedia.org/w/index.php?title=Haskell_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Glasgow_Haskell_Compiler
http://en.wikipedia.org/w/index.php?title=Eiffel_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=COBOL
http://en.wikipedia.org/w/index.php?title=Mathematica
http://en.wikipedia.org/wiki/Citation_needed
http://en.wikipedia.org/w/index.php?title=Stdint.h
http://en.wikipedia.org/w/index.php?title=C_syntax%23Integral_types
http://en.wikipedia.org/w/index.php?title=ALGOL_68G
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required "number" significant digits. The standard constants long long int width and long long max
int can be used to determine actual precision. 
^h COBOL allows the specification of a required precision and will automatically select an available type capable of
representing the specified precision. "PIC S9999", for example, would required a signed variable of four decimal
digits precision. If specified as a binary field, this would select a 16 bit signed type on most platforms. 
^i Smalltalk automatically chooses an appropriate representation for integral numbers. Typically, two
representations are present, one for integers fitting the native word size minus any tag bit (SmallInteger) and one
supporting arbitrary sized integers (LargeInteger). Arithmetic operations support polymorphic arguments and return
the result in the most appropriate compact representation. 
^j Ada range types are checked for boundary violations at run-time (as well as at compile-time for static
expressions). Run time boundary violations raise a "constraint error" exception. Ranges are not restricted to powers
of two. Commonly predefined Integer subtypes are: Positive (range 1 .. Integer'Last) and Natural
(range 0 .. Integer'Last). Short_Short_Integer (8 bit), Short_Integer (16 bit) and
Long_Integer (64 bit) are also commonly predefined, but not required by the Ada standard. Run time checks can
be disabled if performance is more important than integrity checks. 
^k Ada modulo types implement modulo arithmetic in all operations, i.e. no range violations are possible. Modulos
are not restricted to powers of two. 
^l Commonly used for characters like Java's char. 
^m int in PHP has the same width as long type in C has on that system [c].

Floating point

Single precision Double precision Processor dependent

Ada Float Long_Float N/A

ALGOL 68 real[a] long real[a] short real, long long real, etc.[d]

C float[b] double long double[f]

Objective-C

C++ (STL)

C# float

N/AJava

Go float32 float64

D float double real

Common Lisp

Scheme

ISLISP

Pascal (Free Pascal) single double real

Visual Basic Single Double

N/AVisual Basic .NET

Xojo

Python
N/A

float

JavaScript Number
[6] N/A

S-Lang

Fortran REAL(KIND = n)[c]

http://en.wikipedia.org/w/index.php?title=COBOL
http://en.wikipedia.org/w/index.php?title=Smalltalk
http://en.wikipedia.org/w/index.php?title=Ada_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Ada_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Floating_point
http://en.wikipedia.org/w/index.php?title=Single_precision
http://en.wikipedia.org/w/index.php?title=Double_precision
http://en.wikipedia.org/w/index.php?title=Ada_%28programming_language%29
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PHP float

Perl

Perl 6 num32 num64 Num

Ruby N/A Float

N/A
Scala Float Double

Seed7 N/A float

Smalltalk Float Double

Windows PowerShell

OCaml N/A float

N/AF# float32

Standard ML N/A real

Haskell (GHC) Float Double

Eiffel REAL_32 REAL_64

COBOL FLOAT-BINARY-7[e] FLOAT-BINARY-34[e] FLOAT-SHORT, FLOAT-LONG, FLOAT-EXTENDED

Mathematica N/A N/A Real

^a The standard constants real shorts and real lengths can be used to determine how many 'short's
and 'long's can be usefully prefixed to 'short real' and 'long real'. The actually size of the 'short real',
'real' and 'long real' is available as constants short max real, max real and long max real etc.
With the constants short small real, small real and long small real available for each type's
machine epsilon.
^b declarations of single precision often are not honored
^c The value of "n" is provided by the SELECTED_REAL_KIND[7] intrinsic function.
^d ALGOL 68G's run time option --precision "number" can set precision for long long reals to the
required "number" significant digits. The standard constants long long real width and 'long long max
real can be used to determine actual precision.
^e These IEEE floating-point types will be introduced in the next COBOL standard.
^f Same size as 'double' on many implementations.

Complex numbers

Integer Single precision Double precision Half and Quadruple precision etc.

Ada N/A Complex[b] Complex[b] Complex[b]

ALGOL 68
N/A

compl long compl etc. short compl etc. & long long
compl etc.

C (C99) [8] N/A float complex double complex

N/A

C++ (STL) N/A std::complex<float> std::complex<double>

C#
N/A N/A

System.Numerics.Complex

(.Net 4.0)

Java N/A N/A N/A

Go N/A complex64 complex128

D N/A cfloat cdouble

http://en.wikipedia.org/w/index.php?title=Machine_epsilon
http://en.wikipedia.org/w/index.php?title=ALGOL_68G
http://en.wikipedia.org/w/index.php?title=Complex_number
http://en.wikipedia.org/w/index.php?title=Ada_%28programming_language%29
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Objective-C N/A N/A N/A

Common Lisp

Scheme

Pascal N/A N/A

Visual Basic N/A N/A

Visual Basic .NET
N/A N/A

System.Numerics.Complex

(.Net 4.0)

Perl Math::Complex

Perl 6 complex64 complex128 Complex

Python complex

N/A

JavaScript N/A N/A

S-Lang N/A N/A

Fortran COMPLEX(KIND = n)[a]

Ruby Complex N/A Complex

Scala N/A N/A N/A

Seed7 N/A N/A complex

Smalltalk Complex Complex Complex

Windows
PowerShell

N/A N/A

OCaml N/A N/A Complex.t

F# System.Numerics.Complex

(.Net 4.0)

Standard ML N/A N/A N/A

Haskell (GHC)
N/A

Complex.Complex

Float

Complex.Complex Double

Eiffel N/A N/A N/A

COBOL N/A N/A N/A

Mathematica Complex N/A N/A Complex

^a The value of "n" is provided by the SELECTED_REAL_KIND intrinsic function.
^b Generic type which can be instantiated with any base floating point type.

Other variable types
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Text Boolean Enumeration Object/Universal

Character String[a]

Ada Character String &

Bounded_String

&

Unbounded_String

Boolean (item
1
, item

2
, ...) tagged null record

ALGOL 68 char string & bytes bool & bits N/A - User defined [9] N/A

C (C99) char

wchar_t

N/A bool[b] enum «name» {item
1
, item

2
,

... };

void *

C++ (STL) «std::»string

Objective-C unichar NSString * BOOL id

C# char string bool enum name {item
1
, item

2
,

... }

object

Java String boolean Object

Go rune string bool const (

item
1 
= iotaitem

2

...

)

interface{}

D char string bool enum name {item
1
, item

2
,

... }

std.variant.Variant

Common
Lisp

Scheme

ISLISP

Pascal (ISO) char N/A boolean (item
1
, item

2
, ...) N/A

Object
Pascal
(Delphi)

string variant

Visual Basic N/A String Boolean Enum name item1 item2 ... End
Enum

Variant

Visual Basic
.NET

Char Object

Xojo N/A Object or Variant

Python N/A[d] str bool object

JavaScript N/A[d] String Boolean Object

S-Lang

Fortran CHARACTER(LEN

= *)

CHARACTER(LEN =

:), allocatable
LOGICAL(KIND

= n)[f]

CLASS(*)

PHP N/A[d] string bool object

Perl N/A[d]

Perl 6 Char Str Bool enum name <item
1 
item

2 
...>

or

enum name

<<:item
1
(value):item

2
(value)

...>>

Mu

http://en.wikipedia.org/w/index.php?title=Boolean_datatype
http://en.wikipedia.org/w/index.php?title=Enumerated_type
http://en.wikipedia.org/w/index.php?title=Object_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Top_type
http://en.wikipedia.org/w/index.php?title=Character_%28computing%29
http://en.wikipedia.org/w/index.php?title=String_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Ada_%28programming_language%29
http://rosettacode.org/wiki/Enumerations#ALGOL_68
http://en.wikipedia.org/w/index.php?title=Void_type
http://en.wikipedia.org/w/index.php?title=Pointer_%28computer_programming%29
http://en.wikipedia.org/w/index.php?title=Std::string
http://en.wikipedia.org/w/index.php?title=Variant_type
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Ruby N/A[d] String Object[c] Object

Scala Char String Boolean object name extends

Enumeration {val item1, item2, ...
= Value}

Any

Seed7 char string boolean const type: name is new

enum

item
1
,

item
2
, ...

end enum;

Windows
PowerShell

OCaml char string bool N/A[e] N/A

F# type name = item
1
= value |

item
2 
= value | ...

obj

Standard
ML N/A[e] N/A

Haskell
(GHC)

Char String Bool
N/A[e] N/A

Eiffel CHARACTER STRING BOOLEAN N/A ANY

COBOL PIC X PIC X(string

length) or

PIC X«X...»

PIC

1«(number

of digits)»

or

PIC 1«1...»

N/A

OBJECT REFERENCE

Mathematica N/A[d] String N/A

^a specifically, strings of arbitrary length and automatically managed.
^b This language represents a boolean as an integer where false is represented as a value of zero and true by a
non-zero value.
^c All values evaluate to either true or false. Everything in TrueClass evaluates to true and everything in
FalseClass evaluates to false.
^d This language does not have a separate character type. Characters are represented as strings of length 1.
^e Enumerations in this language are algebraic types with only nullary constructors
^f The value of "n" is provided by the SELECTED_INT_KIND intrinsic function.

Derived types

Array
Further information: Comparison of programming languages (array)

http://en.wikipedia.org/w/index.php?title=Array_data_type
http://en.wikipedia.org/w/index.php?title=Comparison_of_programming_languages_%28array%29
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fixed size array dynamic size array

one-dimensional array multi-dimensional array one-dimensional array multi-dimensional array

Ada array (<first> .. <last>)

of <type>

or

array (<discrete_type>) of <type>

array (<first
1
> .. <last

1
>, <first

2
> ..

<last
2
>, ...) of <type>

or

array (<discrete_type
1
>, <discrete_type

2
>,

...) of <type>

array (<discrete_type> range <>) of <type> array (<discrete_type
1
> range <>, <discrete_type

2
> range

<>, ...) of <type>

ALGOL 68 [first:last]<wbr/>«modename»

or simply:

[size]<wbr/>«modename»

[first
1
:last

1
,

first
2
:last

2
]<wbr/>«modename»

or

[first
1
:last

1
][first

2
:last

2
]<wbr/>«modename»

etc.

flex[first:last]<wbr/>«modename»

or simply:

flex[size]<wbr/>«modename»

flex[first
1
:last

1
, first

2
:last

2
]<wbr/>«modename»

or

flex[first
1
:last

1
]<wbr/>flex[first

2
:last

2
]<wbr/>«modename»

etc.

C (C99)
type name[size][a] type name[size

1
][size

2
][a]

type *name

or within a block:

int n = ...; type name[n]

C++ (STL) «std::»array<type,

size>(C++11)

«std::»vector<type>

C# type[] type[,,...] System<wbr/>.Collections<wbr/>.ArrayList

or

System<wbr/>.Collections<wbr/>.Generic<wbr/>.List<wbr/><type>

Java
type[][b] type[][]...[b]

ArrayList or ArrayList<type>

D type[size] type[size
1
][size

2
] type[]

Go [size]type [size
1
][size

2
]...type []type [][]type

Objective-C NSArray NSMutableArray

JavaScript N/A N/A Array[d]

Common

Lisp

Scheme

ISLISP

Pascal
array[first..last] of type[c] array[first

1
..last

1
] of

array[first
2
..last

2
] ... of type [c]

or

array[first
1
..last

1
, first

2
..last

2
, ...] of

type [c]

N/A N/A

Object

Pascal

(Delphi)

array of type array of array ... of type

Visual

Basic

Visual

Basic .NET

System<wbr/>.Collections<wbr/>.ArrayList

or

System<wbr/>.Collections<wbr/>.Generic<wbr/>.List<wbr/>(Of

type)

Python list

S-Lang

Fortran type :: name(size) type :: name(size
1
, size

2
,...) type, ALLOCATABLE :: name(:) type, ALLOCATABLE :: name(:,:,...)

PHP array

Perl

Perl 6 Array[type] or Array of type

http://en.wikipedia.org/w/index.php?title=Array_data_structure
http://en.wikipedia.org/w/index.php?title=Array_data_structure
http://en.wikipedia.org/w/index.php?title=Ada_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Std::array
http://en.wikipedia.org/w/index.php?title=Std::vector
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Ruby Array

Scala Array[type] Array[...[Array[type]]...] ArrayBuffer[type]

Seed7 array type

or

array [idxType] type

array array type

or

array [idxType] array [idxType] type

array type

or

array [idxType] type

array array type

or

array [idxType] array [idxType] type

Smalltalk Array OrderedCollection

Windows

PowerShell

type[] type[,,...]

OCaml type array type array ... array

F# type [] or type array type [,,...] System<wbr/>.Collections<wbr/>.ArrayList

or

System<wbr/>.Collections<wbr/>.Generic<wbr/>.List<wbr/><type>

Standard

ML

type vector or type array

Haskell

(GHC)

COBOL level-number type OCCURS

size «TIMES».

one-dimensional array definition...
level-number type OCCURS min-size TO max-size «TIMES»

DEPENDING «ON» size.[e]

N/A

^a In most expressions (except the sizeof and & operators), values of array types in C are automatically
converted to a pointer of its first argument. See C syntax#Arrays for further details of syntax and pointer operations.
^b The C-like "type x[]" works in Java, however "type[] x" is the preferred form of array declaration.
^c Subranges are used to define the bounds of the array.
^d JavaScript's array are a special kind of object.
^e The DEPENDING ON clause in COBOL does not create a 'true' variable length array and will always allocate
the maximum size of the array.

Other types

Simple composite types Algebraic data types Unions

Records Tuple expression

http://en.wikipedia.org/w/index.php?title=C_syntax%23Arrays
http://en.wikipedia.org/w/index.php?title=Algebraic_data_type
http://en.wikipedia.org/w/index.php?title=Union_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Record_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Tuple
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Ada type identifier is «abstract» «tagged»

«limited» [record

fieldname
1
 : type;

fieldname
2
 : type;

...

end record | null record]

N/A

Any combination of records, unions and
enumerations (as well as references to those,
enabling recursive types).

type identifier

(variation :

discrete_type) is record

case variation is

when

choice_list
1

=>

fieldname
1

: type;

...

when

choice_list
2

=>

fieldname
2

: type;

...

...

end case;

end record

ALGOL 68 struct (modename «fieldname», ...); Required types and operators can be user defined union (modename, ...);

C (C99) struct «name» {type name;...};
N/A

N/A

union {type name;...};

Objective-C

C++ struct «name» {type name;...};
[b] «std::»tuple<type

1
..type

n
>

C# struct name {type name;...}

N/AJava N/A[a]

JavaScript N/A

D struct name {type name;...} std.variant.Algebraic!(type,...) union {type name;...}

Go struct {«name» type...}

Common
Lisp

(cons val
1 
val

2
)
[c]

Scheme N/A

ISLISP

Pascal record

name: type;...

end
N/A N/A

record

case type of

value: (types);...

end

Visual
Basic

Visual
Basic .NET

Structure name

Dim name As type

...

End Structure

Python
N/A[a] «(»val

1
, val

2
, val

3
, ...

«)»
N/A

S-Lang struct {name [=value], ...}

http://en.wikipedia.org/w/index.php?title=Ada_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=User-defined_function
http://en.wikipedia.org/w/index.php?title=C%2B%2B11%23Tuple_types
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Fortran TYPE name

type :: name
...

END TYPE

PHP N/A[a]

Perl N/A[d]

N/A
Perl 6 N/A[a]

Ruby <font
size="8.10">OpenStruct.new({:name
=> value})</font>

Scala case class name(«var» name: type, ...) (val
1
, val

2
, val

3
, ... ) abstract class name

case class Foo(«parameters»)

extends name

case class Bar(«parameters»)

extends name

...

or
abstract class name

case object Foo extends name

case object Bar extends name

...

or combination of case classes and case objects

Windows
PowerShell

OCaml type name = {«mutable» name : type;...} «(»val
1
, val

2
, val

3
, ...

«)»

type name = Foo «of type» | Bar

«of type» | ...

N/A

F#

Standard
ML

type name = {name : type,...} (val
1
, val

2
, val

3
, ... ) datatype name = Foo «of type» |

Bar «of type» | ...

Haskell data Name = Constr {name :: type,...} data Name = Foo «types» | Bar

«types» | ...

COBOL level-number name type clauses.

  level-number+n name type clauses.

  ...

N/A N/A
name REDEFINES variable

type.

^a Only classes are supported.
^b structs in C++ are actually classes, but have default public visibility and are also POD objects. C++11
extended this further, to make classes act identically to POD objects in many more cases.
^c pair only
^d Although Perl doesn't have records, because Perl's type system allows different data types to be in an array,
"hashes" (associative arrays) that don't have a variable index would effectively be the same as records.
^e Enumerations in this language are algebraic types with only nullary constructors

http://en.wikipedia.org/w/index.php?title=Plain_old_data_structure
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Variable and constant declarations

variable constant type synonym

Ada identifier : type «:=

initial_value»[e]

identifier : constant

type := final_value

subtype identifier is

type

ALGOL 68 modename name «:= initial_value»; modename name = value; mode synonym = modename;

C (C99) type name «= initial_value»; enum{ name = value }; typedef type synonym;

Objective-C

C++ const type name = value;

C# type name «= initial_value»; or

var name = value;

const type name = value;

or

readonly type name =

value;

using synonym = type;

D type name «= initial_value»; or

auto name = value;

const type name = value;

or

immutable type name =

value;

alias type synonym;

Java type name «= initial_value»; final type name = value;
N/A

JavaScript var name «= initial_value»; const name = value;

Go var name type «= initial_value» or

name := initial_value

const name «type» =

initial_value

type synonym type

Common Lisp (defparameter name initial_value)

or

(defvar name initial_value) or

(setf (symbol-value 'symbol)

initial_value)

(defconstant name value) (deftype synonym ()

'type)

Scheme (define name initial_value)

ISLISP (defglobal name initial_value) or

(defdynamic name initial_value)

(defconstant name value)
N/A

Pascal[a] name: type «= initial_value» name = value synonym = type

Visual Basic Dim name As type Const name As type =

value
Visual Basic
.NET

Dim name As type«= initial_value» Imports synonym = type

Xojo Dim name As type«= initial_value» N/A

Python name = initial_value

N/A
synonym = type[b]

CoffeeScript N/A

S-Lang name = initial_value; typedef struct {...}

typename

Fortran type name type, PARAMETER :: name

= value

PHP $name = initial_value; define("name", value);

const name = value

(5.3+) N/A

Perl «my» $name «= initial_value»;[c] use constant name =>

value;

http://en.wikipedia.org/w/index.php?title=Ada_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=ALGOL_68
http://en.wikipedia.org/w/index.php?title=Typedef
http://en.wikipedia.org/w/index.php?title=Typedef
http://en.wikipedia.org/w/index.php?title=CoffeeScript
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Perl 6 «my «type»» $name «=

initial_value»;[c]

«my «type»» constant

name = value;

::synonym ::= type

Ruby name = initial_value Name = value synonym = type[b]

Scala var name«: type» = initial_value val name«: type» = value type synonym = type

Windows
PowerShell

«[type]» $name = initial_value
N/A N/A

Bash shell name=initial_value N/A N/A

OCaml let name «: type ref» = ref value[d] let name «: type» =

value

type synonym = type

F# let mutable name «: type» = value

Standard ML val name «: type ref» = ref value[d] val name «: type» =

value

Haskell «name::type;» name =

value

type Synonym = type

Forth VARIABLE name (in some systems use

value VARIABLE name instead)

value CONSTANT name

COBOL level-number name type clauses. «0»1 name CONSTANT «AS»

value.

level-number name type

clauses «IS» TYPEDEF.

Mathematica name=initialvalue N/A N/A

^a Pascal has declaration blocks. See Comparison of programming languages (basic instructions)#Functions.
^b Types are just regular objects, so you can just assign them.
^c In Perl, the "my" keyword scopes the variable into the block.
^d Technically, this does not declare name to be a mutable variable—in ML, all names can only be bound once;
rather, it declares name to point to a "reference" data structure, which is a simple mutable cell. The data structure can
then be read and written to using the ! and := operators, respectively.
^[e] If no initial value is given, an invalid value is automatically assigned (which will trigger a run-time exception if
it used before a valid value has been assigned). While this behaviour can be suppressed it is recommended in the
interest of predictability. If no invalid value can be found for a type (for example in case of an unconstraint integer
type), a valid, yet predictable value is chosen instead.

Control flow

Conditional statements

if else if select case conditional expression

http://en.wikipedia.org/w/index.php?title=Forth_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Comparison_of_programming_languages_%28basic_instructions%29%23Functions
http://en.wikipedia.org/w/index.php?title=Control_flow
http://en.wikipedia.org/w/index.php?title=Conditional_%28programming%29
http://en.wikipedia.org/w/index.php?title=Switch_statement
http://en.wikipedia.org/w/index.php?title=Conditional_%28programming%29%23If_expressions
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Ada if condition then

statements

«else

statements»

end if

if condition
1
 then

statements

elsif condition
2
 then

statements

...

«else

statements»

end if

case expression is

when value_list
1
 => statements

when value_list
2
 => statements

...

«when others => statements»

end case

(if condition
1
 then

expression
1

«elsif condition
2
 then

expression
2
»

...

else

expression
n

)

(case expression is

when value_list
1
 => expression

1

when value_list
2
 => expression

2

...

«when others => expression
n
»

)

Seed7 case expression of

when set1 : statements

...

«otherwise: statements»

end case

Modula-2 if condition then

statements

«else

statements»

end

if condition
1
 then

statements

elsif condition
2
 then

statements

...

«else

statements»

end

case expression of

caseLabelList : statements |

...

«else statements»

end

ALGOL 68

& "brief

form"

if condition then statements «else

statements» fi

if condition then statements elif condition then

statements fi

case switch in statements, statements«,...

out statements» esac

( condition | valueIfTrue | valueIfFalse )

( condition | statements «| statements» ) ( condition | statements |: condition |  statements ) ( variable | statements,... «| statements» )

C (C99) if (condition) {instructions}

«else {instructions}»

if (condition) {instructions}

else if (condition) {instructions}

...

«else {instructions}»

switch (variable) {case case1: instructions

«break;»...«default: instructions»}

condition ? valueIfTrue : valueIfFalse

Objective-C

C++ (STL)

D

Java

JavaScript

PHP

C# switch (variable) {case case1: instructions; «jump

statement;»...«default: instructions; «jump statement;»» }

Windows

PowerShell

if (condition) { instructions }

elseif (condition) { instructions }

...

«else { instructions }»

switch (variable) { case1 { instructions

«break;» } ... «default { instructions }»}

http://en.wikipedia.org/w/index.php?title=Ada_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Seed7
http://en.wikipedia.org/w/index.php?title=Modula-2
http://en.wikipedia.org/w/index.php?title=ALGOL_68
http://en.wikipedia.org/w/index.php?title=%3F:
http://en.wikipedia.org/w/index.php?title=%3F:
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Go if condition {instructions}

«else {instructions}»

if condition {instructions}

else if condition {instructions}

...

«else {instructions}»

or

switch {case condition: instructions ...«default: instructions»}

switch variable {case case1: instructions ...«default:

instructions»}

Perl if (condition) {instructions}

«else {instructions}»

or

unless (notcondition) {instructions}

«else {instructions}»

if (condition) {instructions}

elsif (condition) {instructions}

...

«else {instructions}»

or

unless (notcondition) {instructions}

elsif (condition) {instructions}

...

«else {instructions}»

use feature "switch";

...

given (variable) {when (case1) { instructions

}...«default { instructions }»}

condition ? valueIfTrue : valueIfFalse

Perl 6 if condition {instructions}

«else {instructions}»

or

unless notcondition {instructions}

if condition {instructions}

elsif condition {instructions}

...

«else {instructions}

given variable {when case1 { instructions }...«default {

instructions }»}

condition ?? valueIfTrue !! valueIfFalse

Ruby if condition

instructions

«else

instructions»

if condition

instructions

elsif condition

instructions

...

«else

instructions»

end

case variable

when case1

instructions

...

«else

instructions»

end

condition ? valueIfTrue : valueIfFalse

Scala if (condition) {instructions}

«else {instructions}»

if (condition) {instructions}

else if (condition) {instructions}

...

«else {instructions}»

expression match {

case pattern1 => expression

case pattern2 => expression

...

«case _ => expression»

}[b]

if (condition) valueIfTrue else

valueIfFalse

Smalltalk condition ifTrue:

trueBlock

«ifFalse:

falseBlock»

end

condition ifTrue: trueBlock ifFalse:

falseBlock

Common

Lisp

(when condition

instructions)

or

(unless condition

instructions)

or

(if condition(progn instructions)«(progn

instructions)»)

(cond (condition1 instructions)

(condition2 instructions)...«(t instructions)»)

(case expression(case1 instructions)(case2

instructions)...«(otherwise instructions)»)

(if condition valueIfTrue valueIfFalse)

Scheme (when conditioninstructions) or

(if condition (begin instructions)

«(begin instructions)»)

(cond (condition1 instructions) (condition2

instructions) ...«(else instructions)»)

(case (variable) ((case1) instructions)

((case2) instructions) ...«(else

instructions)»)

http://en.wikipedia.org/w/index.php?title=%3F:
http://en.wikipedia.org/w/index.php?title=%3F:
http://en.wikipedia.org/w/index.php?title=%3F:
http://en.wikipedia.org/w/index.php?title=%3F:
http://en.wikipedia.org/w/index.php?title=%3F:
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ISLISP (if condition(progn instructions)«(progn

instructions)»)

(cond (condition1 instructions)

(condition2 instructions)...«(t instructions)»)

(case expression(case1 instructions)(case2

instructions)...«(t instructions)»)

(if condition valueIfTrue valueIfFalse)

Pascal
if condition then begin

instructions

end

«else begin

instructions

end»[c]

if condition then begin

instructions

end

else if condition then begin

instructions

end

...

«else begin

instructions

end»[c]

case variable of

case1: instructions

...

«else: instructions»

end[c]

Visual

Basic

If condition Then

instructions

«Else

instructions»

End If

If condition Then

instructions

ElseIf condition Then

instructions

...

«Else

instructions»

End If

Select Case variable

Case case1

instructions

...

«Case Else

instructions»

End Select

IIf(condition, valueIfTrue, valueIfFalse)

Visual

Basic .NET

If(condition, valueIfTrue, valueIfFalse)

Xojo

Python [a] if condition :

Tab ↹ instructions
«else:

Tab ↹ instructions»

if condition :

Tab ↹ instructions
elif condition :

Tab ↹ instructions
...

«else:

Tab ↹ instructions»

valueIfTrue if condition else

valueIfFalse

(Python 2.5+)

S-Lang if (condition) { instructions } «else {

instructions }»

if (condition) { instructions } else if (condition)

{ instructions } ... «else { instructions }»

switch (variable) { case case1:

instructions } { case case2: instructions }

...

Fortran IF (condition) THEN instructions ELSE

instructions ENDIF

IF (condition) THEN instructions ELSEIF (condition) THEN

instructions ...

ELSE instructions ENDIF

SELECT CASE(variable) CASE (case1) instructions ...

CASE DEFAULT instructions END SELECT

Forth condition IF instructions « ELSE

instructions» THEN

condition IF instructions ELSE condition IF

instructions THEN THEN

value CASE

case OF instructions ENDOF

case OF instructions ENDOF

     default instructions

ENDCASE

condition IF valueIfTrue ELSE

valueIfFalse THEN

http://en.wikipedia.org/w/index.php?title=IIf
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OCaml if condition then begin instructions end

«else begin instructions end»

if condition then begin instructions end else if

condition then begin instructions end ... «else

begin instructions end»

match value with pattern1 -> expression| pattern2 ->

expression ... «| _ -> expression»#endnote_pattern

matching[b]

if condition then valueIfTrue else

valueIfFalse

F# if condition then

Tab ↹ instructions
«else

Tab ↹ instructions»

if condition then

Tab ↹ instructions
elif condition then

Tab ↹ instructions
...

«else

Tab ↹ instructions»

Standard

ML

if condition then «(»instructions «)»

else «(» instructions «)»

if condition then «(»instructions «)»

else if condition then «(» instructions «)»

...

else «(» instructions «)»

case value ofpattern1 => expression | pattern2 =>

expression ... «| _ => expression»#endnote_pattern

matching[b]

Haskell

(GHC)

if condition then expression else

expression

or

when condition (do instructions)

or

unless notcondition (do instructions)

result | condition = expression

| condition = expression

| otherwise = expression

case value of {pattern1 -> expression;pattern2

->expression; ... «_ -> expression»}[b]

Bash shell if condition-command; then

expression

«else

expression»

fi

if condition-command; then

expression

elif condition-command; then

expression

«else

expression»

fi

case "$variable" in

"$condition1" )

command...

"$condition2" )

command...

esac

CoffeeScript if condition then expression «else

expression»

if condition then expression else if condition then

expression «else expression»

switch expression

when condition then expression

else expression

All conditions are expressions

if condition

expression

«else

expression»

if condition

expression

else if condition

expression

«else

expression»

expression if condition unless condition

expression

else unless condition

expression

«else

expression»

switch expression

when condition

expression

«else

expression»

unless condition

expression

«else

expression»

expression unless condition

COBOL
IF condition «THEN»

expression

«ELSE

expression».

[d]

EVALUATE expression «ALSO expression...»

WHEN case-or-condition «ALSO

case-or-condition...»

expression

...

«WHEN OTHER

expression»

END-EVALUATE
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if else if select case conditional expression

^a A single instruction can be written on the same line following the colon. Multiple instructions are grouped
together in a block which starts on a newline (The indentation is required). The conditional expression syntax does
not follow this rule.
^b This is pattern matching and is similar to select case but not the same. It is usually used to deconstruct algebraic
data types.
^c In languages of the Pascal family, the semicolon is not part of the statement. It is a separator between statements,
not a terminator.
^d END-IF may be used instead of the period at the end.

Loop statements

while do while for i = first to last foreach

Ada while condition loop

statements

end loop

loop

statements

exit when not

condition

end loop

for index in

«reverse» [first ..

last |

discrete_type] loop

statements

end loop

for item of «reverse»

iterator loop

statements

end loop

(for [all | some] [in

| of] [first .. last |

discrete_type |

iterator] =>

predicate)[b]

ALGOL 68 «for index» «from first» «by increment» «to last» «while

condition» do statements od

for key «to upb list»
do «typename

val=list[key];»

statements od
«while condition»     do
statements od

«while statements;

condition»     do
statements od

«for index» «from

first» «by

increment» «to last»

do statements od

http://en.wikipedia.org/w/index.php?title=Switch_statement
http://en.wikipedia.org/w/index.php?title=Conditional_%28programming%29%23If_expressions
http://en.wikipedia.org/w/index.php?title=Block_%28programming%29
http://en.wikipedia.org/w/index.php?title=Pattern_matching
http://en.wikipedia.org/w/index.php?title=Algebraic_data_type
http://en.wikipedia.org/w/index.php?title=Algebraic_data_type
http://en.wikipedia.org/w/index.php?title=Control_flow%23Loops
http://en.wikipedia.org/w/index.php?title=While_loop
http://en.wikipedia.org/w/index.php?title=Do_while_loop
http://en.wikipedia.org/w/index.php?title=For_loop
http://en.wikipedia.org/w/index.php?title=Foreach
http://en.wikipedia.org/w/index.php?title=Ada_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=ALGOL_68
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C (C99) while (condition) {
instructions }

do { instructions }

while (condition)

for («type» i =

first; i <= last;

++i) { instructions

}

N/A

Objective-C for (type item in set)

{ instructions }

C++ (STL) «std::»for_each(start,

end, function) (C++11)
for (type item : set)

{ instructions }

C# foreach (type item in

set) { instructions }

Java for (type item : set)

{ instructions }

JavaScript for (var i = first;

i <= last; i++) {

instructions }

for (var index in set)

{ instructions }

or

for each (var item in

set) { instructions }

(JS 1.6+, deprecated[10])
or
for (var item of set)

{ instructions }

(EcmaScript 6 proposal,
supported in Firefox[11])

PHP foreach

(range(first,

last-1) as $i) {

instructions } or

for ($i = first; $i

<= last; $i++) {

instructions }

foreach (set as item)

{ instructions }

or

foreach (set as key =>

item) { instructions }

Windows
PowerShell

for ($i = first; $i

-le last; $i++) {

instructions }

foreach (item in set)

{ instructions using

item }

D foreach (i; first

... last) {

instructions }

foreach («type» item;

set) { instructions }

Go for condition {

instructions }

for i := first; i <=

last; i++ {

instructions }

for key, item := range

set { instructions }

Perl while (condition) {
instructions } or

until (notcondition) {
instructions }

do { instructions }

while (condition)

or

do { instructions }

until

(notcondition)

for«each»«$i» (0 ..

N-1) { instructions

} or

for ($i = first; $i

<= last; $i++) {

instructions }

for«each» «$item»

(set) { instructions }

Perl 6 while condition {

instructions } or

until notcondition {

instructions }

repeat {

instructions }

while condition or

repeat {

instructions }

until notcondition

for first..last ->

$i { instructions }

or

loop ($i = first; $i

<=last; $i++) {

instructions }

for set« -> $item» {

instructions }

http://en.wikipedia.org/w/index.php?title=C%2B%2B11
http://en.wikipedia.org/w/index.php?title=EcmaScript_6
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Ruby while condition

instructions

end

or

until notcondition

instructions

end

begin

instructions

end while condition

or

begin

instructions

end until

notcondition

for i in

first...last

instructions

end

or

first.upto(last-1) {

|i| instructions }

for item in set

instructions

end

or

set.each { |item|

instructions }

Bash shell while condition ;do

instructions

done

or

until notcondition ;do

instructions

done

N/A

for ((i = first; i

<= last; ++i)) ; do

instructions

done

for item in set ;do

instructions

done

Scala while (condition) {
instructions }

do { instructions }

while (condition)

for (i <- first to

last «by 1») {

instructions }

or

first to last «by 1»

foreach (i => {

instructions })

for (item <- set) {

instructions }

or

set foreach (item => {

instructions })

Smalltalk conditionBlock

whileTrue:

loopBlock

loopBlock doWhile:

conditionBlock

first to: last do:

loopBlock

collection do:

loopBlock

Common
Lisp

(loopwhile
conditiondoinstructions) or
(do () (notcondition)

instructions)

(loopdoinstructionswhile
condition)

(loopfor i from first to last
«by 1»doinstructions) or
(dotimes (i

N)instructions) or
(do ((i first (1+

i))) ((>= i last))

instructions)

(loopfor item in
setdoinstructions) or
(dolist (item set)

instructions)

or

(mapc function list)

or

(map 'type function

sequence)

Scheme (do () (notcondition)

instructions) or

(let loop () (if

condition (begin

instructions (loop))))

(let loop ()

(instructions (if

condition (loop))))

(do ((i first (+ i

1))) ((>= i last))

instructions) or

(let loop ((i

first)) (if (< i

last) (begin

instructions (loop

(+ i 1)))))

(for-each (lambda

(item) instructions)

list)

ISLISP (while

conditioninstructions)

(tagbody loop

instructions (if

condition (go

loop))

(for ((i first (+ i

1))) ((>= i last))

instructions)

(mapc (lambda (item)

instructions) list)

Pascal while condition do

begin

instructions

end

repeat

instructions

until notcondition;

for i := first «step

1» to last do begin

instructions

end;[a]

for item in set do ...
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Visual Basic Do While condition

instructions

Loop

or

Do Until notcondition

instructions

Loop

Do

instructions

Loop While

condition

or

Do

instructions

Loop Until

notcondition

For i = first To

last «Step 1»

instructions

Next i

For Each item In set

instructions

Next item

Visual Basic
.NET

For i «As type» =

first To last «Step

1»

instructions

Next i[a]

For Each item As type

In set

instructions

Next item
Xojo While condition

instructions

Wend

Do Until

notcondition

instructions

Loop

or

Do

instructions

Loop Until

notcondition

Python while condition :

Tab ↹ instructions
«else:

Tab ↹ instructions»

N/A

for i in

range(first, last):

Tab ↹ instructions
«else:

Tab ↹
instructions»(Python
3.x)
for i in

xrange(first, last):

Tab ↹ instructions
«else:

Tab

↹instructions»(Python
2.x)

for item in set:

Tab ↹ instructions
«else:

Tab ↹ instructions»

S-Lang while (condition) {

instructions } «then

optional-block»

do { instructions }

while (condition)

«then

optional-block»

for (i = first; i <

last; i++) {

instructions } «then

optional-block»

foreach item(set)

«using (what)» {

instructions } «then

optional-block»

Fortran DO WHILE (condition)

instructions ENDDO
DO instructions IF
(condition) EXIT ENDDO

DO I = first,last

instructions ENDDO
N/A

Forth BEGIN « instructions »

condition WHILE

instructions REPEAT

BEGIN instructions

condition UNTIL

limit start DO

instructions LOOP N/A

OCaml while condition do

instructions done
N/A

for i = first to

last-1 do

instructions done

Array.iter (fun item

-> instructions) array

List.iter (fun item ->

instructions) list

F# while condition do

Tab ↹ instructions
N/A

for i = first to

last-1 do

Tab ↹ instructions

for item in set do

Tab ↹ instructions
or

Seq.iter (fun item ->

instructions) set
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Standard
ML

while condition do (

instructions )
N/A

Array.app (fn item =>

instructions) array

app (fn item =>

instructions) list

Haskell
(GHC) N/A

Control.Monad.forM_

[0..N-1] (\i -> do

instructions)

Control.Monad.forM_

list (\item -> do

instructions)

Eiffel from

setup

until

condition

loop

instructions

end

CoffeeScript while condition

expression

N/A

for i in

[first..last]

expression

for item in set

expression

expression while

condition

while condition then

expression

until condition

expression

expression until

condition

for i in

[first..last] then

expression

for item in set then

expression

until condition then

expression

expression for i in

[first..last]

expression for item in

set

COBOL PERFORM procedure-1

«THROUGH procedure-2»

««WITH» TEST BEFORE»

UNTIL condition
[c]

PERFORM procedure-1

«THROUGH

procedure-2» «WITH»

TEST AFTER UNTIL

condition[c]

PERFORM procedure-1

«THROUGH

procedure-2» VARYING

i FROM first BY

increment UNTIL i >

last[d]

N/A
PERFORM ««WITH» TEST

BEFORE» UNTIL

condition

expression

END-PERFORM

PERFORM «WITH» TEST

AFTER UNTIL

condition

expression

END-PERFORM

PERFORM VARYING i

FROM first BY

increment UNTIL i >

last

expression

END-PERFORM[d]

^a "step n" is used to change the loop interval. If "step" is omitted, then the loop interval is 1.
^b This implements the universal quantifier ("for all" or "∀") as well as the existential quantifier ("there exists" or
"∃").
^c THRU may be used instead of THROUGH.
^d «IS» GREATER «THAN» may be used instead of >.
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Exceptions
Further information: Exception handling syntax

throw handler assertion

Ada raise exception_name «with

string_expression»
begin

statements

exception

when exception_list
1
 => statements;

when exception_list
2
 => statements;

...

«when others => statements;»

end[b]

pragma Assert («Check =>»

boolean_expression

««Message =>»

string_expression»)

[function | procedure |

entry] with

Pre =>

boolean_expression

Post =>

boolean_expression

any_type with

Type_Invariant =>

boolean_expression

C (C99) longjmp(state, exception); switch (setjmp(state)) { case 0:

instructions break; case exception:

instructions ... }

assert(condition);

C++ throw exception; try { instructions } catch «(exception)» {

instructions } ...

C# try { instructions } catch «(exception)» {

instructions } ... «finally { instructions

}»

Debug.Assert(condition);

Java try { instructions } catch (exception) {

instructions } ... «finally { instructions

}»

assert condition;

JavaScript try { instructions } catch (exception) {

instructions } «finally { instructions }»

?

D try { instructions } catch (exception) {

instructions } ... «finally { instructions

}»

assert(condition);

PHP try { instructions } catch (exception) {

instructions } «finally { instructions }»

assert(condition);

S-Lang try { instructions } catch «exception» {

instructions } ... «finally { instructions

}»

?

Windows
PowerShell

trap «[exception]» { instructions } ...

instructions or try { instructions } catch

«[exception]» { instructions } ...

«finally { instructions }»

[Debug]::Assert(condition)

Objective-C @throw exception; @try { instructions } @catch (exception) {

instructions } ... «@finally {

instructions }»

NSAssert(condition,

description);

Perl die exception; eval { instructions }; if ($@) {

instructions }

?

Perl 6 try { instructions CATCH { when exception

{ instructions } ...}}

?

http://en.wikipedia.org/w/index.php?title=Exception_handling
http://en.wikipedia.org/w/index.php?title=Exception_handling_syntax
http://en.wikipedia.org/w/index.php?title=Ada_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Longjmp
http://en.wikipedia.org/w/index.php?title=Setjmp
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Ruby raise exception begin

instructions

rescue exception

instructions

...

«else

instructions»

«ensure

instructions»

end

Smalltalk exception raise instructionBlock on: exception do:

handlerBlock

assert: conditionBlock

Common
Lisp

(error "exception") or

(error

(make-conditiontypearguments))

(handler-case(progn instructions)(exception
instructions)...) or
(handler-bind

(condition (lambdainstructions«invoke-restart
restart args»))...)[a]

(assert condition) or

(assert condition

«(place)

«error»»)

or

(check-type var type)

Scheme
(R6RS)

(raise exception) (guard (con (conditioninstructions) ...)

instructions)

?

ISLISP (error "error-string"

objects) or

(signal-condition

condition continuable)

(with-handlerhandler form*) ?

Pascal raise Exception.Create() try Except on E: exception do begin

instructions end; end;

?
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Visual
Basic

Err.Raise ERRORNUMBER With New Try: On Error Resume Next

OneInstruction

.Catch: On Error GoTo 0: Select Case

.Number

Case ERRORNUMBER

instructions

End Select: End With

'*** Try class ***

Private mstrDescription As String

Private mlngNumber As Long

Public Sub Catch()

mstrDescription = Err.Description

mlngNumber = Err.Number

End Sub

Public Property Get Number() As Long

Number = mlngNumber

End Property

Public Property Get Description() As String

Description = mstrDescription

End Property

[12]

Debug.Assert condition

Visual
Basic .NET

Throw exception Try

instructions

Catch «exception» «When condition»

instructions

...

«Finally

instructions»

End Try

Debug.Assert(condition)

Xojo Raise exception Try

instructions

Catch «exception»

instructions

...

«Finally

instructions»

End Try

N/A
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Python raise exception try:

Tab ↹ instructions
except «exception»:

Tab ↹ instructions
...

«else:

Tab ↹ instructions»
«finally:

Tab ↹ instructions»

assert condition

Fortran N/A

Forth code THROW xt CATCH ( code or 0 ) N/A

OCaml raise exception try expression with pattern -> expression

...

assert condition

F# try expression with pattern -> expression

...

or

try expression finally expression

Standard
ML

raise exception «arg» expression handle pattern => expression

...

Haskell
(GHC)

throw exception

or

throwError expression

catch tryExpression catchExpression

or

catchError tryExpression catchExpression

assert condition

expression

COBOL RAISE «EXCEPTION»

exception

USE «AFTER» EXCEPTION OBJECT class-name.

or

USE «AFTER» EO class-name. or

USE «AFTER» EXCEPTION CONDITION

exception-name «FILE file-name». or

USE «AFTER» EC exception-name «FILE

file-name».

N/A

^a Common Lisp allows with-simple-restart, restart-case and restart-bind to define restarts
for use with invoke-restart. Unhandled conditions may cause the implementation to show a restarts menu to
the user before unwinding the stack.
^b Uncaught exceptions are propagated to the innermost dynamically enclosing execution. Exceptions are not
propagated across tasks (unless these tasks are currently synchronised in a rendezvous).

Other control flow statements

exit block(break) continue label branch
(goto)

return value from
generator

Ada exit «loop_name» «when

condition»
N/A

label: goto

label
N/A

ALGOL 68 value exit; ... do statements; skip

exit; label:

statements od

label: ... go to

label;

...

goto

label;

...

label;

...

yield(value)

(Callback)[13]

http://en.wikipedia.org/w/index.php?title=Label_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Goto
http://en.wikipedia.org/w/index.php?title=Ada_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Callback_%28computer_science%29
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C (C99) break; continue; label: goto

label;

N/A
Objective-C

C++ (STL)

D

C# yield return

value;

Java break «label»; continue «label»;
N/A

JavaScript yield value«;»

PHP break «levels»; continue «levels»; goto

label;

yield «key =>»

value;

Perl last «label»; next «label»;

Perl 6

Go break «label» continue «label» goto

label

Bash shell break «levels» continue «levels» N/A N/A N/A

Common Lisp (return) or

(return-from block) or

(loop-finish)

(tagbody tag

...

tag

...)

(go tag)

Scheme

ISLISP (return-from block) (tagbody tag

...

tag

...)

(go tag)

Pascal(ISO) N/A label:[a] goto

label;

N/A

Pascal(FPC) break; continue;

Visual Basic Exit block N/A label: GoTo

label
Visual Basic
.NET

Continue block

Xojo

Python break continue N/A yield value

RPG IV LEAVE; ITER;

S-Lang break; continue;

Fortran EXIT CYCLE label[b] GOTO

label
N/A

Ruby break next

Windows
PowerShell

break «label» continue

OCaml

N/A

F#

Standard ML

Haskell
(GHC)
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COBOL EXIT PERFORM or

EXIT PARAGRAPH or

EXIT SECTION or EXIT.

EXIT PERFORM CYCLE label

«SECTION».

GO TO

label N/A

Ya break «from where»; f.e.
break for switch;

continue «to where»;

f.e.
continue for switch;

:label goto

:label; N/A

^a Pascal has declaration blocks. See Comparison of programming languages (basic instructions)#Functions.
^b label must be a number between 1 and 99999.

Functions
See reflection for calling and declaring functions by strings.

calling a function basic/void function value-returning function required main function

Ada foo «(parameters)» procedure foo
«(parameters)» is begin

statements end foo

function foo
«(parameters)» return

type is begin statements

end foo

N/A

ALGOL 68 foo«(parameters)»; proc foo =
«(parameters)» void: (

instructions );

proc foo =
«(parameters)» rettype:

( instructions ...;

retvalue );

N/A

http://en.wikipedia.org/w/index.php?title=Comparison_of_programming_languages_%28basic_instructions%29%23Functions
http://en.wikipedia.org/w/index.php?title=Subroutine
http://en.wikipedia.org/w/index.php?title=Reflection_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Main_function
http://en.wikipedia.org/w/index.php?title=Ada_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=ALGOL_68
http://en.wikipedia.org/w/index.php?title=Void_type
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C (C99) foo(«parameters») void foo(«parameters») {

instructions }

type foo(«parameters») {

instructions ... return

value; }

«global

declarations»

int main(«int

argc, char

*argv[]») {

instructions }

Objective-C

C++ (STL)

C# static void

Main(«string[]

args») {

instructions } or

static int

Main(«string[]

args») {

instructions }

Java public static

void

main(String[]

args) {

instructions } or

public static

void

main(String...

args) {

instructions }

D int

main(«char[][]

args») {

instructions} or

int

main(«string[]

args») {

instructions} or

void

main(«char[][]

args») {

instructions} or

void

main(«string[]

args») {

instructions}

JavaScript function

foo(«parameters») {

instructions } or

var foo = function

(«parameters»)

{instructions } or

var foo = new Function

(«"parameter", ...

,"last parameter"»

"instructions");

function

foo(«parameters») {

instructions ... return

value; }

N/A

Go func foo(«parameters») {

instructions }

func foo(«parameters»)

type { instructions ...

return value }

func main() {

instructions }

http://en.wikipedia.org/w/index.php?title=Void_type
http://en.wikipedia.org/w/index.php?title=Variadic_function
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Common
Lisp

(foo «parameters») (defun foo

(«parameters»)

instructions)

or

(setf (symbol-function

'symbol)

lambda)

(defun foo

(«parameters»)

...

value)

N/A

Scheme (define (foo parameters)

instructions) or

(define foo (lambda

(parameters)

instructions))

(define (foo parameters)

instructions...

return_value) or

(define foo (lambda

(parameters)

instructions...

return_value))

ISLISP (defun foo

(«parameters»)

instructions)

(defun foo

(«parameters»)

...

value)

Pascal foo«(parameters)» procedure

foo«(parameters)»;

«forward;»[a]

«label

label

declarations»

«const

constant

declarations»

«type

type declarations»

«var

variable

declarations»

«local function

declarations»

begin

instructions

end;

function

foo«(parameters)»: type;

«forward;»[a]

«label

label

declarations»

«const

constant

declarations»

«type

type declarations»

«var

variable

declarations»

«local function

declarations»

begin

instructions;

foo := value

end;

program name;

«label

label

declarations»

«const

constant

declarations»

«type

type

declarations»

«var

variable

declarations»

«function

declarations»

begin

instructions

end.

http://en.wikipedia.org/w/index.php?title=Defun
http://en.wikipedia.org/w/index.php?title=Defun
http://en.wikipedia.org/w/index.php?title=Anonymous_function
http://en.wikipedia.org/w/index.php?title=Anonymous_function
http://en.wikipedia.org/w/index.php?title=Defun
http://en.wikipedia.org/w/index.php?title=Defun
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Visual Basic Foo(«parameters») Sub Foo(«parameters»)

instructions End Sub
Function

Foo(«parameters») As

type

instructions

Foo = value

End Function

Sub Main()

instructions

End Sub

Visual Basic
.NET

Function

Foo(«parameters») As

type

instructions

Return value

End Function

Sub Main(«ByVal

CmdArgs() As

String») instructions
End Sub

or

Function

Main(«ByVal

CmdArgs() As

String») As

Integer

instructionsEnd
Function

Xojo

Python foo(«parameters») def foo(«parameters»):

Tab ↹ instructions
def foo(«parameters»):

Tab ↹ instructions
Tab ↹ return value

N/A

S-Lang foo(«parameters»

«;qualifiers»)

define foo

(«parameters») {

instructions }

define foo

(«parameters») {

instructions ... return

value; }

public define

slsh_main () {

instructions }

Fortran foo («arguments»)

CALL sub_foo

(«arguments»)[c]

SUBROUTINE sub_foo

(«arguments») instructions
END SUBROUTINE[c]

type FUNCTION foo

(«arguments») instructions ...
foo = value END FUNCTION[c]

PROGRAM main

instructions END
PROGRAM

Forth «parameters» FOO : FOO « stack effect

comment: ( before -- ) »
instructions ;

: FOO « stack effect

comment: ( before --
after ) » instructions ;

N/A

PHP foo(«parameters») function

foo(«parameters») {

instructions }

function

foo(«parameters») {

instructions ... return

value; }

N/A

Perl foo(«parameters») or

&foo«(parameters)»

sub foo { «my

(parameters) =

@_;»instructions }

sub foo { «my

(parameters) =

@_;»instructions...

«return»value; }

Perl 6 foo(«parameters») or

&foo«(parameters)»

«multi »sub

foo(parameters) {

instructions }

«our «type» »«multi »sub

foo(parameters) {

instructions...

«return»value; }

Ruby foo«(parameters)» def foo«(parameters)»

instructions

end

def foo«(parameters)»

instructions

«return» value

end

Scala def foo«(parameters)»«:

Unit =» { instructions }

def foo«(parameters)»«:

type» = { instructions

... «return» value }

def main(args:

Array[String]) {

instructions }
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Windows
PowerShell

foo «parameters» function foo {

instructions };

or

function foo {

«param(parameters)»

instructions }

function foo

«(parameters)» {

instructions … return
value }; or

function foo {

«param(parameters)»

instructions … return
value }

N/A

Bash shell foo «parameters» function foo {

instructions

}

or

foo () {

instructions

}

function foo {

instructions

return «exit_code»

}

or

foo () {

instructions

return «exit_code»

}

•• parameters

• $n ($1, $2, $3, ...)
• $@ (all parameters)
• $# (the number of parameters)
• $0 (this function name)

OCaml foo parameters let «rec» foo parameters

= instructions

let «rec» foo parameters

= instructions...

return_value
F# [<EntryPoint>]

let main args =

instructions

Standard
ML

fun foo parameters = (

instructions )

fun foo parameters = (

instructions...

return_value )

Haskell foo parameters = do

Tab ↹ instructions
foo parameters =

return_value

or

foo parameters = do

Tab ↹ instructions
Tab ↹ return value

«main :: IO ()»

main = do

instructions

Eiffel foo («parameters») foo («parameters»)

require

preconditions

do

instructions

ensure

postconditions

end

foo («parameters»): type

require

preconditions

do

instructions

Result :=

value

ensure

postconditions

end

[b]

CoffeeScript foo() foo = -> foo = -> value

N/Afoo parameters foo = () -> foo = ( parameters ) ->

value
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COBOL CALL "foo" «USING
parameters»

«exception-handling»

«END-CALL»[d]

«IDENTIFICATION

DIVISION.»

PROGRAM-ID. foo.

«other divisions...»

PROCEDURE DIVISION

«USING parameters».

instructions.

«IDENTIFICATION

DIVISION.»

PROGRAM-ID/FUNCTION-ID.

foo.

«other divisions...»

DATA DIVISION.

«other sections...»

LINKAGE SECTION.

«parameter

definitions...»

variable-to-return

definition

«other sections...»

PROCEDURE DIVISION

«USING parameters»

RETURNING

variable-to-return.

instructions.

N/A

«FUNCTION»

foo«(«parameters»)»

N/A

^a Pascal requires "forward;" for forward declarations.
^b Eiffel allows the specification of an application's root class and feature.
^c In Fortran, function/subroutine parameters are called arguments (since PARAMETER is a language keyword); the
CALL keyword is required for subroutines.
^d Instead of using "foo", a string variable may be used instead containing the same value.

Type conversions
Where string is a signed decimal number:

string to integer string to long integer string to floating point integer to string floating point to string

Ada Integer'Value

(string_expression)

Long_Integer'Value

(string_expression)

Float'Value (string_expression) Integer'Image

(integer_expression)

Float'Image (float_expression)

ALGOL 68 with

general, and then

specific formats

With prior declarations and association of: string buf := "12345678.9012e34 "; file proxy; associate(proxy, buf);

get(proxy, ivar); get(proxy, livar); get(proxy, rvar); put(proxy, ival); put(proxy, rval);

getf(proxy, ($g$, ivar));

orv

getf(proxy, ($dddd$, ivar));

getf(proxy, ($g$, livar));

or

getf(proxy, ($8d$, livar));

getf(proxy, ($g$, rvar));

or

getf(proxy, ($8d.4dE2d$, rvar));

putf(proxy, ($g$, ival));

or

putf(proxy, ($4d$, ival));

putf(proxy, ($g(width, places, exp)$, rval));

or

putf(proxy, ($8d.4dE2d$, rval));

etc.

C (C99) integer = atoi(string); long = atol(string); float = atof(string); sprintf(string, "%i", integer); sprintf(string, "%f", float);

Objective-C integer = [string intValue]; long = [string

longLongValue];

float = [string doubleValue]; string = [NSString

stringWithFormat<wbr/>:@"%i",

integer];

string = [NSString

stringWithFormat<wbr/>:@"%f", float];

C++ (STL) «std::»istringstream(string) >> number; «std::»ostringstream o; o << number; string = o.str();

C++11 integer = «std::»stoi(string); long = «std::»stol(string); float = «std::»stof(string);

double = «std::»stod(string);

string = «std::»to_string(number);

C# integer =

int.Parse<wbr/>(string);

long =

long.Parse<wbr/>(string);

float =

float.Parse<wbr/>(string); or

double =

double.Parse<wbr/>(string);

string = number<wbr/>.ToString();

http://en.wikipedia.org/w/index.php?title=Forward_declaration
http://en.wikipedia.org/w/index.php?title=Type_conversion
http://en.wikipedia.org/w/index.php?title=Ada_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=ALGOL_68
http://en.wikipedia.org/w/index.php?title=Atoi
http://en.wikipedia.org/w/index.php?title=Atol_%28programming%29
http://en.wikipedia.org/w/index.php?title=Atof
http://en.wikipedia.org/w/index.php?title=Sprintf
http://en.wikipedia.org/w/index.php?title=Sprintf
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D integer =

std.conv.to!int<wbr/>(string)

long =

std.conv.to!long<wbr/>(string)

float =

std.conv.to!float<wbr/>(string)

or

double =

std.conv.to!double<wbr/>(string)

string = std.conv.to!string<wbr/>(number)

Java integer =

Integer.parseInt<wbr/>(string);

long =

Long.parseLong<wbr/>(string);

float =

Float.parseFloat<wbr/>(string);

or

double =

Double.parseDouble<wbr/>(string);

string =

Integer.toString<wbr/>(integer);

or

string =

String.valueOf<wbr/>(integer);

string = Float.toString<wbr/>(float); or

string = Double.toString<wbr/>(double);

JavaScript[a]
integer = parseInt(string); float = parseFloat(string); or

float = new Number (string) or

float = Number (string) or

float = +string

string = number.toString (); or

string = new String (number); or

string = String (number); or

string = number+"";

Go integer, error =

strconv.Atoi(string) or

integer, error =

strconv.ParseInt<wbr/>(string,

10, 0)

long, error =

strconv.ParseInt<wbr/>(string,

10, 64)

float, error =

strconv.ParseFloat<wbr/>(string,

64)

string = strconv.Itoa(integer)

or

string =

strconv.FormatInt<wbr/>(integer,

10) or

string = fmt.Sprint(integer)

string = strconv.FormatFloat<wbr/>(float) or

string = fmt.Sprint<wbr/>(float)

Common Lisp (setf integer (parse-integer string)) (setf float (read-from-string

string))

(setf string (princ-to-string number))

Scheme (define number (string->number string)) (define string (number->string number))

ISLISP (setf integer (convert string <integer>)) (setf float (convert string

<float>))

(setf string (convert number <string>))

Pascal integer := StrToInt(string); float := StrToFloat(string); string := IntToStr(integer); string := FloatToStr(float);

Visual Basic integer = CInt(string) long = CLng(string) float = CSng(string) or

double = CDbl(string)

string = CStr(number)

Visual Basic

.NET

Xojo integer = Val(string) long = Val(string) double = Val(string) or

double = CDbl(string)

string = CStr(number) or

string = Str(number)

Python integer = int(string) long = long(string) float = float(string) string = str(number)

S-Lang integer = atoi(string); long = atol(string); float = atof(string); string = string(number);

Fortran READ(string,format) number WRITE(string,format) number

PHP integer = intval(string); or

integer = (int)string;

float = floatval(string); or

float = (float)string;

string = "number"; or

string = strval(number); or

string = (string)number;

Perl[b] number = 0 + string; string = "number";

Perl 6 number = +string; string = ~number;

Ruby integer = string.to_i or

integer = Integer(string)

float = string.to_f or

float = Float(string)

string = number.to_s

Scala integer = string.toInt long = string.toLong float = string.toFloat or

double = string.toDouble

string = number.toString

Windows

PowerShell

integer = [int]string long = [long]string float = [float]string string = [string]number; or

string = "number"; or

string = (number).ToString()

OCaml let integer =

int_<wbr/>of_string string

let float =

float_<wbr/>of_string string

let string =

string_<wbr/>of_int integer

let string = string_<wbr/>of_float float

http://en.wikipedia.org/w/index.php?title=Atoi
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F# let integer = int string let integer = int64 string let float = float string let string = string number

Standard ML val integer =

Int<wbr/>.fromString string

val float =

Real<wbr/>.fromString string

val string = Int<wbr/>.toString

integer

val string = Real<wbr/>.toString float

Haskell (GHC) number = read string string = show number

COBOL
MOVE «FUNCTION» NUMVAL(string)

[c] TO number
MOVE number TO numeric-edited

^a JavaScript only uses floating point numbers so there are some technicalities.
^b Perl doesn't have separate types. Strings and numbers are interchangeable.
^c NUMVAL-C or NUMVAL-F may be used instead of NUMVAL.

Standard stream I/O

read from write to

stdin stdout stderr

Ada Get (x) Put (x) Put (Standard_Error, x)

ALGOL 68 readf(($format$, x)); or

getf(stand in, ($format$, x));

printf(($format$, x)); or

putf(stand out, ($format$, x));
putf(stand error, ($format$, x));[a]

C (C99)
scanf(format, &x); or

fscanf(stdin, format, &x); [b]
printf( format, x); or

fprintf(stdout, format, x); [c]
fprintf(stderr, format, x );[d]

Objective-C data = [[NSFileHandle

fileHandleWithStandardInput]

readDataToEndOfFile];

[[NSFileHandle

fileHandleWithStandardOutput]

writeData:data];

[[NSFileHandle

fileHandleWithStandardError]

writeData:data];

C++ «std::»cin >> x; or
«std::»getline(«std::»cin, str);

«std::»cout << x; «std::»cerr << x; or
«std::»clog << x;

C# x = Console.Read(); or

x = Console.ReadLine();

Console.Write(«format, »x); or

Console.WriteLine(«format, »x);

Console.Error<wbr/>.Write(«format,

»x); or

Console.Error<wbr/>.WriteLine(«format,

»x);

D x = std.stdio.readln() std.stdio.write(x) or

std.stdio.writeln(x) or

std.stdio.writef(format, x) or

std.stdio.writefln(format, x)

stderr.write(x) or

stderr.writeln(x) or

std.stdio<wbr/>.writef(stderr,

format, x) or

std.stdio<wbr/>.writefln(stderr,

format, x)

Java x = System.in.read(); or

x = new Scanner(System.in)<wbr/>.nextInt(); or

x = new Scanner(System.in)<wbr/>.nextLine();

System.out.print(x); or

System.out.printf(format, x); or

System.out.println(x);

System.err.print(x); or

System.err.printf(format, x); or

System.err.println(x);

Go fmt.Scan(&x) or

fmt.Scanf(format, &x) or

x =

bufio.NewReader(os.Stdin)<wbr/>.ReadString('\n')

fmt.Println(x) or

fmt.Printf(format, x)

fmt.Fprintln(os.Stderr, x) or

fmt.Fprintf(os.Stderr, format, x)

JavaScript
Web Browser
implementation

document.write(x)

JavaScript
Active Server
Pages

Response.Write(x)
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JavaScript
Windows
Script Host

x = WScript.StdIn.Read(chars) or

x = WScript.StdIn.ReadLine()

WScript.Echo(x) or

WScript.StdOut.Write(x) or

WScript.StdOut.WriteLine(x)

WScript.StdErr.Write(x) or

WScript.StdErr.WriteLine(x)

Common Lisp (setf x (read-line)) (princ x) or

(format t format x)

(princ x *error-output*) or

(format *error-output* format x)

Scheme
(R6RS)

(define x (read-line)) (display x) or

(format #t format x)

(display x (current-error-port)) or

(format (current-error-port) format

x)

ISLISP (setf x (read-line)) (format (standard-output) format

x)

(format (error-output) format x)

Pascal read(x); or

readln(x);

write(x); or

writeln(x);
N/A

Visual Basic Input« prompt,»x Print x or

? x

Visual Basic
.NET

x = Console.Read() or

x = Console.ReadLine()

Console.Write(«format, »x) or

Console.WriteLine(«format, »x)

Console.Error<wbr/>.Write(«format,

»x) or

Console.Error<wbr/>.WriteLine(«format,

»x)

Xojo x = StandardInputStream.Read() or

x = StandardInputStreame.ReadLine()

StandardOutputStream.Write(x) or

StandardOutputStream.WriteLine(x)

StdErr.Write(x) or

StdErr.WriteLine(x)

Python 2.x x = raw_input(«prompt») print x or

sys.stdout.write(x)

print >> sys.stderr, x or

sys.stderr.write(x)

Python 3.x x = input(«prompt») print(x«, end=""») print(x«, end=""», file=sys.stderr)

S-Lang fgets (&x, stdin) fputs (x, stdout) fputs (x, stderr)

Fortran
READ(*,format) variable names or

READ(INPUT_UNIT,format) variable names[e]
WRITE(*,format) expressions or

WRITE(OUTPUT_UNIT,format)

expressions[e]

WRITE(ERROR_UNIT,format)

expressions[e]

Forth buffer length ACCEPT ( # chars read )

KEY ( char )

buffer length TYPE

char EMIT
N/A

PHP $x = fgets(STDIN); or

$x = fscanf(STDIN, format);

print x; or

echox; or

printf(format, x);

fprintf(STDERR, format, x);

Perl $x = <>; or

$x = <STDIN>;

print x; or

printfformat, x;

print STDERR x; or

printf STDERR format, x;

Perl 6 $x = $*IN.get; x.print or

x.say

x.note or

$*ERR.print(x) or

$*ERR.say(x)

Ruby x = gets puts x or

printf(format, x)

$stderr.puts(x) or

$stderr.printf(format, x)

Windows
PowerShell

$x = Read-Host«« -Prompt» text»; or

$x = [Console]::Read(); or

$x = [Console]::ReadLine()

x; or

Write-Output x; or

echo x

Write-Error x

OCaml let x = read_int () or

let str = read_line () or

Scanf.scanf format (fun x ... -> ...)

print_int x or

print_endline str or

Printf.printf format x ...

prerr_int x or

prerr_endline str or

Printf.eprintf format x ...

F# let x = System.Console<wbr/>.ReadLine() printf format x ... or

printfn format x ...

eprintf format x ... or

eprintfn format x ...

Standard ML val str = TextIO.inputLIne TextIO.stdIn print str TextIO.output (TextIO.stdErr, str)
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Haskell (GHC) x <- readLn or

str <- getLine

print x or

putStrLn str

hPrint stderr x or

hPutStrLn stderr str

COBOL ACCEPT x DISPLAY x

^a Algol 68 additionally as the "unformatted" transput routines: read, write, get and put.
^b gets(x) and fgets(x, length, stdin) read unformatted text from stdin. Use of gets is not
recommended.
^c puts(x) and fputs(x, stdout) write unformatted text to stdout.
^d fputs(x, stderr) writes unformatted text to stderr
^e INPUT_UNIT, OUTPUT_UNIT, ERROR_UNIT are defined in the ISO_FORTRAN_ENV module.[14]

Reading command-line arguments

Argument values Argument counts Program name / Script name

Ada Argument (n) Argument_Count Command_Name

C (C99) argv[n] argc first argument

Objective-C

C++

C# args[n] args.Length Assembly.GetEntryAssembly()<wbr/>.Location;

Java args.length

D first argument

JavaScript
Windows
Script Host
implementation

WScript.Arguments(n) WScript.Arguments.length WScript.ScriptName or

WScript.ScriptFullName

Go os.Args[n] len(os.Args) first argument

Common Lisp ? ? ?

Scheme
(R6RS)

(list-ref (command-line) n) (length (command-line)) first argument

ISLISP N/A N/A N/A

Pascal ParamStr(n) ParamCount first argument

Visual Basic Command[a] N/A App.Path

Visual Basic
.NET

CmdArgs(n) CmdArgs.Length [Assembly].GetEntryAssembly().Location

Xojo System.CommandLine (string parsing) Application.ExecutableFile.Name

Python sys.argv[n] len(sys.argv) first argument

S-Lang __argv[n] __argc first argument

Fortran DO i = 1,argc CALL
GET_COMMAND_ARGUMENT
(i,argv(i)) ENDDO

argc =

COMMAND_ARGUMENT_COUNT ()

CALL GET_COMMAND_ARGUMENT (0,progname)

PHP $argv[n] $argc first argument

Bash shell $n ($1, $2, $3, ...)

$@ (all arguments)

$# $0

Perl $ARGV[n] scalar(@ARGV) $0

http://en.wikipedia.org/w/index.php?title=Transput
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Perl 6 @*ARGS[n] @*ARGS.elems $PROGRAM_NAME

Ruby ARGV[n] ARGV.size $0

Windows
PowerShell

$args[n] $args.Length $MyInvocation.MyCommand<wbr/>.Name

OCaml Sys.argv.(n) Array.length Sys.argv first argument

F# args.[n] args.Length Assembly.GetEntryAssembly()<wbr/>.Location

Standard ML List.nth

(CommandLine<wbr/>.arguments

(), n)

length

(CommandLine<wbr/>.arguments

())

CommandLine.name ()

Haskell (GHC) do { args <-

System.getArgs; return args

!! n }

do { args <-
System.getArgs; return
length args }

System.getProgName

COBOL [b] N/A

• ^a The command-line arguments in Visual Basic are not separated. A split function Split(string) is required for
separating them.

• ^b The COBOL standard does not include any way to access command-line arguments but common
compiler-extensions for accessing them include defining parameters for the main program or using ACCEPT
statements.

Execution of commands

Shell command Execute program Replace current program with new

executed program

Ada Not part of the language standard. Commonly done by compiler provided packages or by interfacing to C or Posix.[15]

C system("command"); execl(path, args); or

execv(path, arglist);
C++

Objective-C [NSTask

launchedTaskWithLaunchPath:(NSString *)path

arguments:(NSArray *)arguments];

C# System.Diagnostics<wbr/>.Process.Start(path,

argstring);
F#

Go exec.Run(path, argv, envv, dir,

exec.DevNull, exec.DevNull, exec.DevNull)

os.Exec(path, argv, envv)

Visual Basic Interaction.Shell(command «, WindowStyle»

«, isWaitOnReturn»)

Visual Basic
.NET

Microsoft.VisualBasic<wbr/>.Interaction.Shell(command

«, WindowStyle» «, isWaitOnReturn»)

System.Diagnostics<wbr/>.Process.Start(path,

argstring)

Xojo Shell.Execute(command «, Parameters») FolderItem.Launch(parameters, activate) N/A

D std.process.system("command"); std.process.execv(path,

arglist);

Java Runtime.exec(command); or

new ProcessBuilder(command).start();

http://en.wikipedia.org/w/index.php?title=Exec_%28operating_system%29
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http://en.wikipedia.org/w/index.php?title=Ada_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=System_%28C_standard_library%29
http://en.wikipedia.org/w/index.php?title=Exec_%28operating_system%29
http://en.wikipedia.org/w/index.php?title=Exec_%28operating_system%29
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JavaScript
Windows
Script Host
implementation

WScript.CreateObject ("WScript.Shell").Run(command

«, WindowStyle» «, isWaitOnReturn»);

WshShell.Exec(command)

Common Lisp (shell command)

Scheme (system command)

ISLISP N/A N/A N/A

Pascal system(command);

OCaml Sys.command command, Unix.open_process_full command

env (stdout, stdin, stderr),...

Unix.create_process prog args new_stdin

new_stdout new_stderr, ...

Unix.execv prog args or

Unix.execve prog args env

Standard ML OS.Process.system command Unix.execute (path, args) Posix.Process.exec (path,

args)

Haskell (GHC) System.system command System.Process<wbr/>.runProcess pathargs

...

Posix.Process<wbr/>.executeFile

path True args ...

Perl system(command) or

$output = `command` or

$output = qx(command)

exec(path, args)

Ruby system(command) or

output = `command`

exec(path, args)

PHP system(command) or

$output = `command` or

exec(command) or

passthru(command)

Python os.system(command) or

subprocess.Popen(command)

os.execv(path, args)

S-Lang system(command)

Fortran
CALL SYSTEM (command, status) or

status = SYSTEM (command)[a]

Windows
PowerShell

[Diagnostics.Process]::Start(command) «Invoke-Item »program arg1 arg2 …

Bash shell output=`command` or output=$(command) program arg1 arg2 …

^a Compiler-dependent extension.[16]
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Computer program
"Computer program code" and "Software code" redirect here. For their source form, see source code. For the
machine-executable code, see machine code. For the TV programme, see The Computer Programme.

A computer program written in an object-oriented
style.

A computer program, or just a program, is a sequence of
instructions, written to perform a specified task with a computer. A
computer requires programs to function, typically executing the
program's instructions in a central processor. The program has an
executable form that the computer can use directly to execute the
instructions. The same program in its human-readable source code
form, from which executable programs are derived (e.g., compiled),
enables a programmer to study and develop its algorithms. A collection
of computer programs and related data is referred to as the software.

Computer source code is typically written by computer programmers.
Source code is written in a programming language that usually follows
one of two main paradigms: imperative or declarative programming.
Source code may be converted into an executable file (sometimes
called an executable program or a binary) by a compiler and later
executed by a central processing unit. Alternatively, computer programs may be executed with the aid of an
interpreter, or may be embedded directly into hardware.

Computer programs may be ranked along functional lines: system software and application software. Two or more
computer programs may run simultaneously on one computer from the perspective of the user, this process being
known as multitasking.

Programming
Main article: Computer programming

#include <stdio.h>
int main(void) {
    printf("Hello world!\n");
    return 0;
}

Source code of a Hello World program written in the C programming language

public class HelloWorld {
    public static void main(String[] args){
        System.out.println("Hello World!");
    }
}

Source code of a Hello World program written in the Java programming language
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using System;

    class Program
    {
        static void Main(string[] args)
        {
            Console.WriteLine("Hello World!");
        }
    }

Source code of a Hello World program written in the C# programming language

Computer programming is the iterative process of writing or editing source code. Editing source code involves
testing, analyzing, refining, and sometimes coordinating with other programmers on a jointly developed program. A
person who practices this skill is referred to as a computer programmer, software developer, and sometimes coder.
The sometimes lengthy process of computer programming is usually referred to as software development. The term
software engineering is becoming popular as the process is seen as an engineering discipline.

Paradigms
Computer programs can be categorized by the programming language paradigm used to produce them. Two of the
main paradigms are imperative and declarative.
Programs written using an imperative language specify an algorithm using declarations, expressions, and statements.
A declaration couples a variable name to a datatype. For example: var x: integer; . An expression yields a
value. For example: 2 + 2 yields 4. Finally, a statement might assign an expression to a variable or use the value
of a variable to alter the program's control flow. For example: x := 2 + 2; if x = 4 then

do_something();. One criticism of imperative languages is the side effect of an assignment statement on a class
of variables called non-local variables.
Programs written using a declarative language specify the properties that have to be met by the output. They do not
specify details expressed in terms of the control flow of the executing machine but of the mathematical relations
between the declared objects and their properties. Two broad categories of declarative languages are functional
languages and logical languages. The principle behind functional languages (like Haskell) is to not allow side
effects, which makes it easier to reason about programs like mathematical functions. The principle behind logical
languages (like Prolog) is to define the problem to be solved — the goal — and leave the detailed solution to the
Prolog system itself. The goal is defined by providing a list of subgoals. Then each subgoal is defined by further
providing a list of its subgoals, etc. If a path of subgoals fails to find a solution, then that subgoal is backtracked and
another path is systematically attempted.
The form in which a program is created may be textual or visual. In a visual language program, elements are
graphically manipulated rather than textually specified.

Compiling or interpreting
A computer program in the form of a human-readable, computer programming language is called source code.
Source code may be converted into an executable image by a compiler or executed immediately with the aid of an
interpreter.
Either compiled or interpreted programs might be executed in a batch process without human interaction, but
interpreted programs allow a user to type commands in an interactive session. In this case the programs are the
separate commands, whose execution occurs sequentially, and thus together. When a language is used to give
commands to a software application (such as a Unix shell or other command-line interface) it is called a scripting
language.

http://en.wikipedia.org/w/index.php?title=Hello_World_program
http://en.wikipedia.org/w/index.php?title=C%23_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Software_development
http://en.wikipedia.org/w/index.php?title=Software_engineering
http://en.wikipedia.org/w/index.php?title=Engineering
http://en.wikipedia.org/w/index.php?title=Programming_paradigm
http://en.wikipedia.org/w/index.php?title=Imperative_programming
http://en.wikipedia.org/w/index.php?title=Declarative_language
http://en.wikipedia.org/w/index.php?title=Algorithm
http://en.wikipedia.org/w/index.php?title=Variable_%28programming%29
http://en.wikipedia.org/w/index.php?title=Datatype
http://en.wikipedia.org/w/index.php?title=Control_flow
http://en.wikipedia.org/w/index.php?title=Functional_language
http://en.wikipedia.org/w/index.php?title=Functional_language
http://en.wikipedia.org/w/index.php?title=Logical_language
http://en.wikipedia.org/w/index.php?title=Haskell_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Side_effect_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Side_effect_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Prolog
http://en.wikipedia.org/w/index.php?title=Backtracking
http://en.wikipedia.org/w/index.php?title=Visual_programming_language
http://en.wikipedia.org/w/index.php?title=Human-readable
http://en.wikipedia.org/w/index.php?title=Executable_file
http://en.wikipedia.org/w/index.php?title=Compiler
http://en.wikipedia.org/w/index.php?title=Interpreter_%28computing%29
http://en.wikipedia.org/w/index.php?title=Execution_%28computing%29
http://en.wikipedia.org/w/index.php?title=Batch_processing
http://en.wikipedia.org/w/index.php?title=Command_%28computing%29
http://en.wikipedia.org/w/index.php?title=Session_%28computer_science%29
http://en.wikipedia.org/w/index.php?title=Unix_shell
http://en.wikipedia.org/w/index.php?title=Command-line_interface


Computer program 57

Compilers are used to translate source code from a programming language into either object code or machine code.
Object code needs further processing to become machine code, and machine code is the central processing unit's
native code, ready for execution. Compiled computer programs are commonly referred to as executables, binary
images, or simply as binaries — a reference to the binary file format used to store the executable code.
Interpreted computer programs — in a batch or interactive session — are either decoded and then immediately
executed or are decoded into some efficient intermediate representation for future execution. BASIC, Perl, and
Python are examples of immediately executed computer programs. Alternatively, Java computer programs are
compiled ahead of time and stored as a machine independent code called bytecode. Bytecode is then executed on
request by an interpreter called a virtual machine.
The main disadvantage of interpreters is that computer programs run slower than when compiled. Interpreting code
is slower than running the compiled version because the interpreter must decode each statement each time it is
loaded and then perform the desired action. However, software development may be faster using an interpreter
because testing is immediate when the compiling step is omitted. Another disadvantage of interpreters is that at least
one must be present on the computer during computer program execution. By contrast, compiled computer programs
need no compiler present during execution.
No properties of a programming language require it to be exclusively compiled or exclusively interpreted. The
categorization usually reflects the most popular method of language execution. For example, BASIC is thought of as
an interpreted language and C a compiled language, despite the existence of BASIC compilers and C interpreters.
Some systems use just-in-time compilation (JIT) whereby sections of the source are compiled 'on the fly' and stored
for subsequent executions.

Self-modifying programs
A computer program in execution is normally treated as being different from the data the program operates on.
However, in some cases this distinction is blurred when a computer program modifies itself. The modified computer
program is subsequently executed as part of the same program. Self-modifying code is possible for programs written
in machine code, assembly language, Lisp, C, COBOL, PL/1, Prolog and JavaScript (the eval feature) among others.

Execution and storage
Typically, computer programs are stored in non-volatile memory until requested either directly or indirectly to be
executed by the computer user. Upon such a request, the program is loaded into random access memory, by a
computer program called an operating system, where it can be accessed directly by the central processor. The central
processor then executes ("runs") the program, instruction by instruction, until termination. A program in execution is
called a process. Termination is either by normal self-termination or by error — software or hardware error.
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Embedded programs

The microcontroller on the right of this USB flash drive is
controlled with embedded firmware.

Some computer programs are embedded into hardware. A
stored-program computer requires an initial computer
program stored in its read-only memory to boot. The boot
process is to identify and initialize all aspects of the system,
from processor registers to device controllers to memory
contents. Following the initialization process, this initial
computer program loads the operating system and sets the
program counter to begin normal operations. Independent of
the host computer, a hardware device might have embedded
firmware to control its operation. Firmware is used when
the computer program is rarely or never expected to change,
or when the program must not be lost when the power is off.

Manual programming

Switches for manual input on a Data General Nova 3

Computer programs historically were manually input to the
central processor via switches. An instruction was
represented by a configuration of on/off settings. After
setting the configuration, an execute button was pressed.
This process was then repeated. Computer programs also
historically were manually input via paper tape or punched
cards. After the medium was loaded, the starting address
was set via switches and the execute button pressed.

Automatic program generation

Generative programming is a style of computer
programming that creates source code through generic classes, prototypes, templates, aspects, and code generators to
improve programmer productivity. Source code is generated with programming tools such as a template processor or
an integrated development environment. The simplest form of source code generator is a macro processor, such as
the C preprocessor, which replaces patterns in source code according to relatively simple rules.

Software engines output source code or markup code that simultaneously become the input to another computer
process. Application servers are software engines that deliver applications to client computers. For example, a Wiki
is an application server that lets users build dynamic content assembled from articles. Wikis generate HTML, CSS,
Java, and JavaScript which are then interpreted by a web browser.

Simultaneous execution
See also: Process (computing) and Multiprocessing
Many operating systems support multitasking which enables many computer programs to appear to run
simultaneously on one computer. Operating systems may run multiple programs through process scheduling — a
software mechanism to switch the CPU among processes often so users can interact with each program while it runs.
Within hardware, modern day multiprocessor computers or computers with multicore processors may run multiple
programs.
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One computer program can calculate simultaneously more than one operation using threads or separate processes.
Multithreading processors are optimized to execute multiple threads efficiently.

Functional categories
Computer programs may be categorized along functional lines. The main functional categories are system software
and application software. System software includes the operating system which couples computer hardware with
application software. The purpose of the operating system is to provide an environment in which application
software executes in a convenient and efficient manner. In addition to the operating system, system software
includes utility programs that help manage and tune the computer. If a computer program is not system software then
it is application software. Application software includes middleware, which couples the system software with the
user interface. Application software also includes utility programs that help users solve application problems, like the
need for sorting.
Sometimes development environments for software development are seen as a functional category on its own,
especially in the context of human-computer interaction and programming language design.Wikipedia:Please clarify
Development environments gather system software (such as compilers and system's batch processing scripting
languages) and application software (such as IDEs) for the specific purpose of helping programmers create new
programs.
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Programming language

An example of source code written in the Java programming language, which will print
the message "Hello World!" to the standard output when it is compiled and then run by

the Java Virtual Machine.

A programming language is an
artificial language designed to
communicate instructions to a
machine, particularly a computer.
Programming languages can be used to
create programs that control the
behavior of a machine and/or to
express algorithms.

The earliest programming languages
preceded the invention of the
computer, and were used to direct the
behavior of machines such as Jacquard
looms and player pianos.[1] Thousands
of different programming languages have been created, mainly in the computer field, and many more still are being
created every year. Many programming languages require computation to be specified in an imperative form (i.e., as
a sequence of operations to perform), while other languages utilize other forms of program specification such as the
declarative form (i.e. the desired result is specified, not how to achieve it).

The description of a programming language is usually split into the two components of syntax (form) and semantics
(meaning). Some languages are defined by a specification document (for example, the C programming language is
specified by an ISO Standard), while other languages (such as Perl) have a dominant implementation that is treated
as a reference.

Definitions
A programming language is a notation for writing programs, which are specifications of a computation or algorithm.
Some, but not all, authors restrict the term "programming language" to those languages that can express all possible
algorithms.[2] Traits often considered important for what constitutes a programming language include:
Function and target

A computer programming language is a language used to write computer programs, which involve a computer
performing some kind of computation[3] or algorithm and possibly control external devices such as printers,
disk drives, robots, and so on. For example, PostScript programs are frequently created by another program to
control a computer printer or display. More generally, a programming language may describe computation on
some, possibly abstract, machine. It is generally accepted that a complete specification for a programming
language includes a description, possibly idealized, of a machine or processor for that language.[4] In most
practical contexts, a programming language involves a computer; consequently, programming languages are
usually defined and studied this way. Programming languages differ from natural languages in that natural
languages are only used for interaction between people, while programming languages also allow humans to
communicate instructions to machines.

Abstractions
Programming languages usually contain abstractions for defining and manipulating data structures or
controlling the flow of execution. The practical necessity that a programming language support adequate
abstractions is expressed by the abstraction principle;[5] this principle is sometimes formulated as
recommendation to the programmer to make proper use of such abstractions.
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Expressive power
The theory of computation classifies languages by the computations they are capable of expressing. All Turing
complete languages can implement the same set of algorithms. ANSI/ISO SQL-92 and Charity are examples
of languages that are not Turing complete, yet often called programming languages.[6]

Markup languages like XML, HTML or troff, which define structured data, are not usually considered programming
languages.[7] Programming languages may, however, share the syntax with markup languages if a computational
semantics is defined. XSLT, for example, is a Turing complete XML dialect. Moreover, LaTeX, which is mostly
used for structuring documents, also contains a Turing complete subset.[8]

The term computer language is sometimes used interchangeably with programming language.[9] However, the usage
of both terms varies among authors, including the exact scope of each. One usage describes programming languages
as a subset of computer languages.[10] In this vein, languages used in computing that have a different goal than
expressing computer programs are generically designated computer languages. For instance, markup languages are
sometimes referred to as computer languages to emphasize that they are not meant to be used for programming.[11]

Another usage regards programming languages as theoretical constructs for programming abstract machines, and
computer languages as the subset thereof that runs on physical computers, which have finite hardware resources.[12]

John C. Reynolds emphasizes that formal specification languages are just as much programming languages as are the
languages intended for execution. He also argues that textual and even graphical input formats that affect the
behavior of a computer are programming languages, despite the fact they are commonly not Turing-complete, and
remarks that ignorance of programming language concepts is the reason for many flaws in input formats.[13]

History
Main articles: History of programming languages and Programming language generations

Early developments
The first programming languages designed to communicate instructions to a computer were written in the 1950s. An
early high-level programming language to be designed for a computer was Plankalkül, developed for the German Z3
by Konrad Zuse between 1943 and 1945. However, it was not implemented until 1998 and 2000.[14]

John Mauchly's Short Code, proposed in 1949, was one of the first high-level languages ever developed for an
electronic computer.[15] Unlike machine code, Short Code statements represented mathematical expressions in
understandable form. However, the program had to be translated into machine code every time it ran, making the
process much slower than running the equivalent machine code.
At the University of Manchester, Alick Glennie developed Autocode in the early 1950s. A programming language, it
used a compiler to automatically convert the language into machine code. The first code and compiler was developed
in 1952 for the Mark 1 computer at the University of Manchester and is considered to be the first compiled
high-level programming language.
The second autocode was developed for the Mark 1 by R. A. Brooker in 1954 and was called the "Mark 1
Autocode". Brooker also developed an autocode for the Ferranti Mercury in the 1950s in conjunction with the
University of Manchester. The version for the EDSAC 2 was devised by D. F. Hartley of University of Cambridge
Mathematical Laboratory in 1961. Known as EDSAC 2 Autocode, it was a straight development from Mercury
Autocode adapted for local circumstances, and was noted for its object code optimisation and source-language
diagnostics which were advanced for the time. A contemporary but separate thread of development, Atlas Autocode
was developed for the University of Manchester Atlas 1 machine.
Another early programming language was devised by Grace Hopper in the US, called FLOW-MATIC. It was 
developed for the UNIVAC I at Remington Rand during the period from 1955 until 1959. Hopper found that 
business data processing customers were uncomfortable with mathematical notation, and in early 1955, she and her
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team wrote a specification for an English programming language and implemented a prototype.[16] The
FLOW-MATIC compiler became publicly available in early 1958 and was substantially complete in 1959.[17]

Flow-Matic was a major influence in the design of COBOL, since only it and its direct descendent AIMACO were in
actual use at the time.[18] The language Fortran was developed at IBM in the mid '50s, and became the first widely
used high-level general purpose programming language.

Refinement
The period from the 1960s to the late 1970s brought the development of the major language paradigms now in use,
though many aspects were refinements of ideas in the very first Third-generation programming languages:
• APL introduced array programming and influenced functional programming.[19]

• PL/I, originally called NPL, was designed in the early 1960s to incorporate the best ideas from FORTRAN and
COBOL with block structures taken from ALGOL.

• In the 1960s, Simula was the first language designed to support object-oriented programming; in the mid-1970s,
Smalltalk followed with the first "purely" object-oriented language.

• C was developed between 1969 and 1973 as a system programming language, and remains popular.[20]

• Prolog, designed in 1972, was the first logic programming language.
• In 1978, ML built a polymorphic type system on top of Lisp, pioneering statically typed functional programming

languages.
Each of these languages spawned an entire family of descendants, and most modern languages count at least one of
them in their ancestry.
The 1960s and 1970s also saw considerable debate over the merits of structured programming, and whether
programming languages should be designed to support it. Edsger Dijkstra, in a famous 1968 letter published in the
Communications of the ACM, argued that GOTO statements should be eliminated from all "higher level"
programming languages.
The 1960s and 1970s also saw expansion of techniques that reduced the footprint of a program as well as improved
productivity of the programmer and user. The card deck for an early 4GL was a lot smaller for the same functionality
expressed in a 3GL deck.
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Consolidation and growth

A selection of textbooks that teach programming, in languages
both popular and obscure. These are only a few of the thousands

of programming languages and dialects that have been designed in
history.

The 1980s were years of relative consolidation. C++
combined object-oriented and systems programming. The
United States government standardized Ada, a systems
programming language derived from Pascal and intended
for use by defense contractors. In Japan and elsewhere,
vast sums were spent investigating so-called "fifth
generation" languages that incorporated logic
programming constructs.[21] The functional languages
community moved to standardize ML and Lisp. Rather
than inventing new paradigms, all of these movements
elaborated upon the ideas invented in the previous
decade.

One important trend in language design for programming
large-scale systems during the 1980s was an increased
focus on the use of modules, or large-scale organizational
units of code. Modula-2, Ada, and ML all developed
notable module systems in the 1980s, although other
languages, such as PL/I, already had extensive support for
modular programming. Module systems were often
wedded to generic programming constructs.

The rapid growth of the Internet in the mid-1990s created
opportunities for new languages. Perl, originally a Unix
scripting tool first released in 1987, became common in
dynamic websites. Java came to be used for server-side programming, and bytecode virtual machines became
popular again in commercial settings with their promise of "Write once, run anywhere" (UCSD Pascal had been
popular for a time in the early 1980s). These developments were not fundamentally novel, rather they were
refinements to existing languages and paradigms, and largely based on the C family of programming languages.

Programming language evolution continues, in both industry and research. Current directions include security and
reliability verification, new kinds of modularity (mixins, delegates, aspects), and database integration such as
Microsoft's LINQ.
The 4GLs are examples of languages which are domain-specific, such as SQL, which manipulates and returns sets of
data rather than the scalar values which are canonical to most programming languages. Perl, for example, with its
"here document" can hold multiple 4GL programs, as well as multiple JavaScript programs, in part of its own perl
code and use variable interpolation in the "here document" to support multi-language programming.[22]
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Elements
All programming languages have some primitive building blocks for the description of data and the processes or
transformations applied to them (like the addition of two numbers or the selection of an item from a collection).
These primitives are defined by syntactic and semantic rules which describe their structure and meaning
respectively.

Syntax

Parse tree of Python code with inset tokenization

Syntax highlighting is often used to aid programmers in recognizing elements of
source code. The language above is Python.

Main article: Syntax (programming
languages)

A programming language's surface
form is known as its syntax. Most
programming languages are purely
textual; they use sequences of text
including words, numbers, and
punctuation, much like written natural
languages. On the other hand, there are
some programming languages which
are more graphical in nature, using
visual relationships between symbols
to specify a program.

The syntax of a language describes the
possible combinations of symbols that
form a syntactically correct program.
The meaning given to a combination of
symbols is handled by semantics
(either formal or hard-coded in a
reference implementation). Since most
languages are textual, this article
discusses textual syntax.

Programming language syntax is
usually defined using a combination of
regular expressions (for lexical
structure) and Backus–Naur Form (for
grammatical structure). Below is a
simple grammar, based on Lisp:

expression ::= atom | list

atom       ::= number | symbol

number     ::= [+-]?['0'-'9']+

symbol     ::= ['A'-'Z''a'-'z'].*
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list       ::= '(' expression* ')'

This grammar specifies the following:
• an expression is either an atom or a list;
• an atom is either a number or a symbol;
• a number is an unbroken sequence of one or more decimal digits, optionally preceded by a plus or minus sign;
• a symbol is a letter followed by zero or more of any characters (excluding whitespace); and
• a list is a matched pair of parentheses, with zero or more expressions inside it.
The following are examples of well-formed token sequences in this grammar: 12345, () and (a b c232
(1)).
Not all syntactically correct programs are semantically correct. Many syntactically correct programs are nonetheless
ill-formed, per the language's rules; and may (depending on the language specification and the soundness of the
implementation) result in an error on translation or execution. In some cases, such programs may exhibit undefined
behavior. Even when a program is well-defined within a language, it may still have a meaning that is not intended by
the person who wrote it.
Using natural language as an example, it may not be possible to assign a meaning to a grammatically correct
sentence or the sentence may be false:
• "Colorless green ideas sleep furiously." is grammatically well-formed but has no generally accepted meaning.
•• "John is a married bachelor." is grammatically well-formed but expresses a meaning that cannot be true.
The following C language fragment is syntactically correct, but performs operations that are not semantically defined
(the operation *p >> 4 has no meaning for a value having a complex type and p->im is not defined because the
value of p is the null pointer):

complex *p = NULL;

complex abs_p = sqrt(*p >> 4 + p->im);

If the type declaration on the first line were omitted, the program would trigger an error on compilation, as the
variable "p" would not be defined. But the program would still be syntactically correct, since type declarations
provide only semantic information.
The grammar needed to specify a programming language can be classified by its position in the Chomsky hierarchy.
The syntax of most programming languages can be specified using a Type-2 grammar, i.e., they are context-free
grammars.[23] Some languages, including Perl and Lisp, contain constructs that allow execution during the parsing
phase. Languages that have constructs that allow the programmer to alter the behavior of the parser make syntax
analysis an undecidable problem, and generally blur the distinction between parsing and execution.[24] In contrast to
Lisp's macro system and Perl's BEGIN blocks, which may contain general computations, C macros are merely string
replacements, and do not require code execution.[25]

Semantics
The term Semantics refers to the meaning of languages, as opposed to their form (syntax).

Static semantics

The static semantics defines restrictions on the structure of valid texts that are hard or impossible to express in 
standard syntactic formalisms. For compiled languages, static semantics essentially include those semantic rules that 
can be checked at compile time. Examples include checking that every identifier is declared before it is used (in 
languages that require such declarations) or that the labels on the arms of a case statement are distinct.[26] Many 
important restrictions of this type, like checking that identifiers are used in the appropriate context (e.g. not adding 
an integer to a function name), or that subroutine calls have the appropriate number and type of arguments, can be
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enforced by defining them as rules in a logic called a type system. Other forms of static analyses like data flow
analysis may also be part of static semantics. Newer programming languages like Java and C# have definite
assignment analysis, a form of data flow analysis, as part of their static semantics.

Dynamic semantics

Main article: Semantics of programming languages
Once data has been specified, the machine must be instructed to perform operations on the data. For example, the
semantics may define the strategy by which expressions are evaluated to values, or the manner in which control
structures conditionally execute statements. The dynamic semantics (also known as execution semantics) of a
language defines how and when the various constructs of a language should produce a program behavior. There are
many ways of defining execution semantics. Natural language is often used to specify the execution semantics of
languages commonly used in practice. A significant amount of academic research went into formal semantics of
programming languages, which allow execution semantics to be specified in a formal manner. Results from this field
of research have seen limited application to programming language design and implementation outside academia.

Type system

Main articles: Data type, Type system and Type safety
A type system defines how a programming language classifies values and expressions into types, how it can
manipulate those types and how they interact. The goal of a type system is to verify and usually enforce a certain
level of correctness in programs written in that language by detecting certain incorrect operations. Any decidable
type system involves a trade-off: while it rejects many incorrect programs, it can also prohibit some correct, albeit
unusual programs. In order to bypass this downside, a number of languages have type loopholes, usually unchecked
casts that may be used by the programmer to explicitly allow a normally disallowed operation between different
types. In most typed languages, the type system is used only to type check programs, but a number of languages,
usually functional ones, infer types, relieving the programmer from the need to write type annotations. The formal
design and study of type systems is known as type theory.

Typed versus untyped languages

A language is typed if the specification of every operation defines types of data to which the operation is applicable,
with the implication that it is not applicable to other types. For example, the data represented by "this text
between the quotes" is a string. In most programming languages, dividing a number by a string has no
meaning; most modern programming languages will therefore reject any program attempting to perform such an
operation. In some languages the meaningless operation will be detected when the program is compiled ("static" type
checking), and rejected by the compiler; while in others, it will be detected when the program is run ("dynamic" type
checking), resulting in a run-time exception.
A special case of typed languages are the single-type languages. These are often scripting or markup languages, such
as REXX or SGML, and have only one data type—most commonly character strings which are used for both
symbolic and numeric data.
In contrast, an untyped language, such as most assembly languages, allows any operation to be performed on any
data, which are generally considered to be sequences of bits of various lengths. High-level languages which are
untyped include BCPL, Tcl, and some varieties of Forth.
In practice, while few languages are considered typed from the point of view of type theory (verifying or rejecting
all operations), most modern languages offer a degree of typing. Many production languages provide means to
bypass or subvert the type system, trading type-safety for finer control over the program's execution (see casting).
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Static versus dynamic typing

In static typing, all expressions have their types determined prior to when the program is executed, typically at
compile-time. For example, 1 and (2+2) are integer expressions; they cannot be passed to a function that expects a
string, or stored in a variable that is defined to hold dates.
Statically typed languages can be either manifestly typed or type-inferred. In the first case, the programmer must
explicitly write types at certain textual positions (for example, at variable declarations). In the second case, the
compiler infers the types of expressions and declarations based on context. Most mainstream statically typed
languages, such as C++, C# and Java, are manifestly typed. Complete type inference has traditionally been
associated with less mainstream languages, such as Haskell and ML. However, many manifestly typed languages
support partial type inference; for example, Java and C# both infer types in certain limited cases.[27]

Dynamic typing, also called latent typing, determines the type-safety of operations at run time; in other words, types
are associated with run-time values rather than textual expressions. As with type-inferred languages, dynamically
typed languages do not require the programmer to write explicit type annotations on expressions. Among other
things, this may permit a single variable to refer to values of different types at different points in the program
execution. However, type errors cannot be automatically detected until a piece of code is actually executed,
potentially making debugging more difficult. Lisp, Perl, Python, JavaScript, and Ruby are dynamically typed.

Weak and strong typing

Weak typing allows a value of one type to be treated as another, for example treating a string as a number. This can
occasionally be useful, but it can also allow some kinds of program faults to go undetected at compile time and even
at run time.
Strong typing prevents the above. An attempt to perform an operation on the wrong type of value raises an error.
Strongly typed languages are often termed type-safe or safe.
An alternative definition for "weakly typed" refers to languages, such as Perl and JavaScript, which permit a large
number of implicit type conversions. In JavaScript, for example, the expression 2 * x implicitly converts x to a
number, and this conversion succeeds even if x is null, undefined, an Array, or a string of letters. Such
implicit conversions are often useful, but they can mask programming errors. Strong and static are now generally
considered orthogonal concepts, but usage in the literature differs. Some use the term strongly typed to mean
strongly, statically typed, or, even more confusingly, to mean simply statically typed. Thus C has been called both
strongly typed and weakly, statically typed.
It may seem odd to some professional programmers that C could be "weakly, statically typed". However, notice that
the use of the generic pointer, the void* pointer, does allow for casting of pointers to other pointers without needing
to do an explicit cast. This is extremely similar to somehow casting an array of bytes to any kind of datatype in C
without using an explicit cast, such as (int) or (char).

Standard library and run-time system
Main article: Standard library
Most programming languages have an associated core library (sometimes known as the 'standard library', especially
if it is included as part of the published language standard), which is conventionally made available by all
implementations of the language. Core libraries typically include definitions for commonly used algorithms, data
structures, and mechanisms for input and output.
A language's core library is often treated as part of the language by its users, although the designers may have treated 
it as a separate entity. Many language specifications define a core that must be made available in all 
implementations, and in the case of standardized languages this core library may be required. The line between a 
language and its core library therefore differs from language to language. Indeed, some languages are designed so
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that the meanings of certain syntactic constructs cannot even be described without referring to the core library. For
example, in Java, a string literal is defined as an instance of the java.lang.String class; similarly, in
Smalltalk, an anonymous function expression (a "block") constructs an instance of the library's BlockContext
class. Conversely, Scheme contains multiple coherent subsets that suffice to construct the rest of the language as
library macros, and so the language designers do not even bother to say which portions of the language must be
implemented as language constructs, and which must be implemented as parts of a library.

Design and implementation
Programming languages share properties with natural languages related to their purpose as vehicles for
communication, having a syntactic form separate from its semantics, and showing language families of related
languages branching one from another.[28] But as artificial constructs, they also differ in fundamental ways from
languages that have evolved through usage. A significant difference is that a programming language can be fully
described and studied in its entirety, since it has a precise and finite definition. By contrast, natural languages have
changing meanings given by their users in different communities. While constructed languages are also artificial
languages designed from the ground up with a specific purpose, they lack the precise and complete semantic
definition that a programming language has.
Many programming languages have been designed from scratch, altered to meet new needs, and combined with
other languages. Many have eventually fallen into disuse. Although there have been attempts to design one
"universal" programming language that serves all purposes, all of them have failed to be generally accepted as filling
this role.[29] The need for diverse programming languages arises from the diversity of contexts in which languages
are used:
• Programs range from tiny scripts written by individual hobbyists to huge systems written by hundreds of

programmers.
•• Programmers range in expertise from novices who need simplicity above all else, to experts who may be

comfortable with considerable complexity.
• Programs must balance speed, size, and simplicity on systems ranging from microcontrollers to supercomputers.
•• Programs may be written once and not change for generations, or they may undergo continual modification.
•• Finally, programmers may simply differ in their tastes: they may be accustomed to discussing problems and

expressing them in a particular language.
One common trend in the development of programming languages has been to add more ability to solve problems
using a higher level of abstraction. The earliest programming languages were tied very closely to the underlying
hardware of the computer. As new programming languages have developed, features have been added that let
programmers express ideas that are more remote from simple translation into underlying hardware instructions.
Because programmers are less tied to the complexity of the computer, their programs can do more computing with
less effort from the programmer. This lets them write more functionality per time unit.[30]

Natural language programming has been proposed as a way to eliminate the need for a specialized language for
programming. However, this goal remains distantWikipedia:Manual of Style/Dates and numbers#Precise language
and its benefits are open to debate. Edsger W. Dijkstra took the position that the use of a formal language is essential
to prevent the introduction of meaningless constructs, and dismissed natural language programming as "foolish".[31]

Alan Perlis was similarly dismissive of the idea. Hybrid approaches have been taken in Structured English and SQL.
A language's designers and users must construct a number of artifacts that govern and enable the practice of
programming. The most important of these artifacts are the language specification and implementation.
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Specification
Main article: Programming language specification
The specification of a programming language is intended to provide a definition that the language users and the
implementors can use to determine whether the behavior of a program is correct, given its source code.
A programming language specification can take several forms, including the following:
• An explicit definition of the syntax, static semantics, and execution semantics of the language. While syntax is

commonly specified using a formal grammar, semantic definitions may be written in natural language (e.g., as in
the C language), or a formal semantics (e.g., as in Standard ML and Scheme specifications).

• A description of the behavior of a translator for the language (e.g., the C++ and Fortran specifications). The
syntax and semantics of the language have to be inferred from this description, which may be written in natural or
a formal language.

• A reference or model implementation, sometimes written in the language being specified (e.g., Prolog or ANSI
REXX[32]). The syntax and semantics of the language are explicit in the behavior of the reference
implementation.

Implementation
Main article: Programming language implementation
An implementation of a programming language provides a way to execute that program on one or more
configurations of hardware and software. There are, broadly, two approaches to programming language
implementation: compilation and interpretation. It is generally possible to implement a language using either
technique.
The output of a compiler may be executed by hardware or a program called an interpreter. In some implementations
that make use of the interpreter approach there is no distinct boundary between compiling and interpreting. For
instance, some implementations of BASIC compile and then execute the source a line at a time.
Programs that are executed directly on the hardware usually run several orders of magnitude faster than those that are
interpreted in software.Wikipedia:Citation needed
One technique for improving the performance of interpreted programs is just-in-time compilation. Here the virtual
machine, just before execution, translates the blocks of bytecode which are going to be used to machine code, for
direct execution on the hardware.

Usage
Thousands of different programming languages have been created, mainly in the computing field. Programming
languages differ from most other forms of human expression in that they require a greater degree of precision and
completeness.
When using a natural language to communicate with other people, human authors and speakers can be ambiguous
and make small errors, and still expect their intent to be understood. However, figuratively speaking, computers "do
exactly what they are told to do", and cannot "understand" what code the programmer intended to write. The
combination of the language definition, a program, and the program's inputs must fully specify the external behavior
that occurs when the program is executed, within the domain of control of that program. On the other hand, ideas
about an algorithm can be communicated to humans without the precision required for execution by using
pseudocode, which interleaves natural language with code written in a programming language.
A programming language provides a structured mechanism for defining pieces of data, and the operations or 
transformations that may be carried out automatically on that data. A programmer uses the abstractions present in the 
language to represent the concepts involved in a computation. These concepts are represented as a collection of the
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simplest elements available (called primitives). Programming is the process by which programmers combine these
primitives to compose new programs, or adapt existing ones to new uses or a changing environment.
Programs for a computer might be executed in a batch process without human interaction, or a user might type
commands in an interactive session of an interpreter. In this case the "commands" are simply programs, whose
execution is chained together. When a language is used to give commands to a software application (such as a Unix
shell or other command-line interface) it is called a scripting language.Wikipedia:Citation needed

Measuring language usage
Main article: Measuring programming language popularity
It is difficult to determine which programming languages are most widely used, and what usage means varies by
context. One language may occupy the greater number of programmer hours, a different one have more lines of
code, and a third utilize the most CPU time. Some languages are very popular for particular kinds of applications.
For example, COBOL is still strong in the corporate data center, often on large mainframes; Fortran in scientific and
engineering applications; and C in embedded applications and operating systems. Other languages are regularly used
to write many different kinds of applications.
Various methods of measuring language popularity, each subject to a different bias over what is measured, have been
proposed:
•• counting the number of job advertisements that mention the language
•• the number of books sold that teach or describe the language
• estimates of the number of existing lines of code written in the language – which may underestimate languages

not often found in public searches[33]

•• counts of language references (i.e., to the name of the language) found using a web search engine.
Combining and averaging information from various internet sites, langpop.com claims that in 2013 the ten most
popular programming languages are (in descending order by overall popularity): C, Java, PHP, JavaScript, C++,
Python, Shell, Ruby, Objective-C and C#.

Taxonomies
For more details on this topic, see Categorical list of programming languages.
There is no overarching classification scheme for programming languages. A given programming language does not
usually have a single ancestor language. Languages commonly arise by combining the elements of several
predecessor languages with new ideas in circulation at the time. Ideas that originate in one language will diffuse
throughout a family of related languages, and then leap suddenly across familial gaps to appear in an entirely
different family.
The task is further complicated by the fact that languages can be classified along multiple axes. For example, Java is
both an object-oriented language (because it encourages object-oriented organization) and a concurrent language
(because it contains built-in constructs for running multiple threads in parallel). Python is an object-oriented
scripting language.
In broad strokes, programming languages divide into programming paradigms and a classification by intended 
domain of use, with general-purpose programming languages distinguished from domain-specific programming 
languages. Traditionally, programming languages have been regarded as describing computation in terms of 
imperative sentences, i.e. issuing commands. These are generally called imperative programming languages. A great 
deal of research in programming languages has been aimed at blurring the distinction between a program as a set of 
instructions and a program as an assertion about the desired answer, which is the main feature of declarative 
programming.[34] More refined paradigms include procedural programming, object-oriented programming, 
functional programming, and logic programming; some languages are hybrids of paradigms or multi-paradigmatic.
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An assembly language is not so much a paradigm as a direct model of an underlying machine architecture. By
purpose, programming languages might be considered general purpose, system programming languages, scripting
languages, domain-specific languages, or concurrent/distributed languages (or a combination of these). Some general
purpose languages were designed largely with educational goals.
A programming language may also be classified by factors unrelated to programming paradigm. For instance, most
programming languages use English language keywords, while a minority do not. Other languages may be classified
as being deliberately esoteric or not.
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• David A. Watt. Programming Language Design Concepts. John Wiley & Sons 2004.

External links
• 99 Bottles of Beer (http:/ / www. 99-bottles-of-beer. net/ ) A collection of implementations in many languages.
• Computer Programming Languages (http:/ / www. dmoz. org/ Computers/ Programming/ Languages) at DMOZ

Abstraction
In computer science, abstraction is the process of separating ideas from specific instances of those ideas at work.
Computational structures are defined by their meanings (semantics), while hiding away the details of how they work.
Abstraction tries to factor out details from a common pattern so that programmers can work close to the level of
human thought, leaving out details which matter in practice, but are immaterial to the problem being solved. For
example, a system can have several abstraction layers whereby different meanings and amounts of detail are exposed
to the programmer; low-level abstraction layers expose details of the computer hardware where the program runs,
while high-level layers deal with the business logic of the program.
Abstraction captures only those details about an object that are relevant to the current perspective; in both computing
and in mathematics, numbers are concepts in programming languages. Numbers can be represented in myriad ways
in hardware and software, but, irrespective of how this is done, numerical operations will obey identical rules.
Abstraction can apply to control or to data: Control abstraction is the abstraction of actions while data abstraction
is that of data structures.
• Control abstraction involves the use of subprograms and related concepts control flows
• Data abstraction allows handling data bits in meaningful ways. For example, it is the basic motivation behind

datatype.
One can regard the notion of an object (from object-oriented programming) as an attempt to combine abstractions of
data and code.
The same abstract definition can be used as a common interface for a family of objects with different
implementations and behaviors but which share the same meaning. The inheritance mechanism in object-oriented
programming can be used to define an abstract class as the common interface.
The recommendation that programmers use abstractions whenever suitable in order to avoid duplication (usually of
code) is known as the abstraction principle. The requirement that a programming language provide suitable
abstractions is also called the abstraction principle.

Rationale
Computing mostly operates independently of the concrete world: The hardware implements a model of computation
that is interchangeable with others. The software is structured in architectures to enable humans to create the
enormous systems by concentration on a few issues at a time. These architectures are made of specific choices of
abstractions. Greenspun's Tenth Rule is an aphorism on how such an architecture is both inevitable and complex.
A central form of abstraction in computing is language abstraction: new artificial languages are developed to express
specific aspects of a system. Modeling languages help in planning. Computer languages can be processed with a
computer. An example of this abstraction process is the generational development of programming languages from
the machine language to the assembly language and the high-level language. Each stage can be used as a stepping
stone for the next stage. The language abstraction continues for example in scripting languages and domain-specific
programming languages.
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Within a programming language, some features let the programmer create new abstractions. These include the
subroutine, the module, and the software component. Some other abstractions such as software design patterns and
architectural styles remain invisible to a programming language and operate only in the design of a system.
Some abstractions try to limit the breadth of concepts a programmer needs by completely hiding the abstractions that
in turn are built on. The software engineer and writer Joel Spolsky has criticised these efforts by claiming that all
abstractions are leaky — that they can never completely hide the details below Wikipedia:Citation needed; however
this does not negate the usefulness of abstraction. Some abstractions are designed to interoperate with others, for
example a programming language may contain a foreign function interface for making calls to the lower-level
language. Data abstraction is the separation between the specification of data object and its implementation.

Language features

Programming languages
Main article: Programming language
Different programming languages provide different types of abstraction, depending on the intended applications for
the language. For example:
• In object-oriented programming languages such as C++, Object Pascal, or Java, the concept of abstraction has

itself become a declarative statement - using the keywords virtual (in C++) or abstract and
interface (in Java). After such a declaration, it is the responsibility of the programmer to implement a class to
instantiate the object of the declaration.

• Functional programming languages commonly exhibit abstractions related to functions, such as lambda
abstractions (making a term into a function of some variable), higher-order functions (parameters are functions),
bracket abstraction (making a term into a function of a variable).

• Modern Lisps such as Clojure, Scheme and Common Lisp support macro systems to allow syntactic abstraction.
This allows a Lisp programmer to eliminate boilerplate code, abstract away tedious function call sequences,
implement new control flow structures, implement or even build Domain Specific Languages (DSLs), which
allow domain-specific concepts to be expressed in some optimised way. All of these, when used correctly,
improve both the programmer's efficiency and the clarity of the code by making the intended purpose more
explicit. A consequence of syntactic abstraction is also that any Lisp dialect and in fact almost any programming
language can, in principle, be implemented in any modern Lisp with significantly reduced (but still non-trivial in
some cases) effort when compared to "more traditional" programming languages such as Python, C or Java.

Specification methods
Main article: Formal specification
Analysts have developed various methods to formally specify software systems. Some known methods include:
•• Abstract-model based method (VDM, Z);
•• Algebraic techniques (Larch, CLEAR, OBJ, ACT ONE, CASL);
•• Process-based techniques (LOTOS, SDL, Estelle);
•• Trace-based techniques (SPECIAL, TAM);
•• Knowledge-based techniques (Refine, Gist).
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Specification languages
Main article: Specification language
Specification languages generally rely on abstractions of one kind or another, since specifications are typically
defined earlier in a project, (and at a more abstract level) than an eventual implementation. The UML specification
language, for example, allows the definition of abstract classes, which remain abstract during the architecture and
specification phase of the project.

Control abstraction
Main article: Control flow
Programming languages offer control abstraction as one of the main purposes of their use. Computer machines
understand operations at the very low level such as moving some bits from one location of the memory to another
location and producing the sum of two sequences of bits. Programming languages allow this to be done in the higher
level. For example, consider this statement written in a Pascal-like fashion:

a := (1 + 2) * 5

To a human, this seems a fairly simple and obvious calculation ("one plus two is three, times five is fifteen").
However, the low-level steps necessary to carry out this evaluation, and return the value "15", and then assign that
value to the variable "a", are actually quite subtle and complex. The values need to be converted to binary
representation (often a much more complicated task than one would think) and the calculations decomposed (by the
compiler or interpreter) into assembly instructions (again, which are much less intuitive to the programmer:
operations such as shifting a binary register left, or adding the binary complement of the contents of one register to
another, are simply not how humans think about the abstract arithmetical operations of addition or multiplication).
Finally, assigning the resulting value of "15" to the variable labeled "a", so that "a" can be used later, involves
additional 'behind-the-scenes' steps of looking up a variable's label and the resultant location in physical or virtual
memory, storing the binary representation of "15" to that memory location, etc.
Without control abstraction, a programmer would need to specify all the register/binary-level steps each time she
simply wanted to add or multiply a couple of numbers and assign the result to a variable. Such duplication of effort
has two serious negative consequences:
1.1. it forces the programmer to constantly repeat fairly common tasks every time a similar operation is needed
2.2. it forces the programmer to program for the particular hardware and instruction set

Structured programming
Main article: Structured programming
Structured programming involves the splitting of complex program tasks into smaller pieces with clear flow-control
and interfaces between components, with reduction of the complexity potential for side-effects.
In a simple program, this may aim to ensure that loops have single or obvious exit points and (where possible) to
have single exit points from functions and procedures.
In a larger system, it may involve breaking down complex tasks into many different modules. Consider a system
which handles payroll on ships and at shore offices:
•• The uppermost level may feature a menu of typical end-user operations.
•• Within that could be standalone executables or libraries for tasks such as signing on and off employees or printing

checks.
•• Within each of those standalone components there could be many different source files, each containing the

program code to handle a part of the problem, with only selected interfaces available to other parts of the
program. A sign on program could have source files for each data entry screen and the database interface (which
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may itself be a standalone third party library or a statically linked set of library routines).
•• Either the database or the payroll application also has to initiate the process of exchanging data with between ship

and shore, and that data transfer task will often contain many other components.
These layers produce the effect of isolating the implementation details of one component and its assorted internal
methods from the others. Object-oriented programming embraced and extended this concept.

Data abstraction
Main article: Abstract data type
Data abstraction enforces a clear separation between the abstract properties of a data type and the concrete details of
its implementation. The abstract properties are those that are visible to client code that makes use of the data
type—the interface to the data type—while the concrete implementation is kept entirely private, and indeed can
change, for example to incorporate efficiency improvements over time. The idea is that such changes are not
supposed to have any impact on client code, since they involve no difference in the abstract behaviour.
For example, one could define an abstract data type called lookup table which uniquely associates keys with values,
and in which values may be retrieved by specifying their corresponding keys. Such a lookup table may be
implemented in various ways: as a hash table, a binary search tree, or even a simple linear list of (key:value) pairs.
As far as client code is concerned, the abstract properties of the type are the same in each case.
Of course, this all relies on getting the details of the interface right in the first place, since any changes there can
have major impacts on client code. As one way to look at this: the interface forms a contract on agreed behaviour
between the data type and client code; anything not spelled out in the contract is subject to change without notice.
Languages that implement data abstraction include Ada and Modula-2. Object-oriented languages are commonly
claimedWikipedia:Manual of Style/Words to watch#Unsupported attributions to offer data abstraction; however,
their inheritance concept tends to put information in the interface that more properly belongs in the implementation;
thus, changes to such information ends up impacting client code, leading directly to the Fragile binary interface
problem.

Abstraction in object oriented programming
Main article: Object (computer science)
In object-oriented programming theory, abstraction involves the facility to define objects that represent abstract
"actors" that can perform work, report on and change their state, and "communicate" with other objects in the
system. The term encapsulation refers to the hiding of state details, but extending the concept of data type from
earlier programming languages to associate behavior most strongly with the data, and standardizing the way that
different data types interact, is the beginning of abstraction. When abstraction proceeds into the operations defined,
enabling objects of different types to be substituted, it is called polymorphism. When it proceeds in the opposite
direction, inside the types or classes, structuring them to simplify a complex set of relationships, it is called
delegation or inheritance.
Various object-oriented programming languages offer similar facilities for abstraction, all to support a general
strategy of polymorphism in object-oriented programming, which includes the substitution of one type for another in
the same or similar role. Although not as generally supported, a configuration or image or package may predetermine
a great many of these bindings at compile-time, link-time, or loadtime. This would leave only a minimum of such
bindings to change at run-time.
Common Lisp Object System or Self, for example, feature less of a class-instance distinction and more use of
delegation for polymorphism. Individual objects and functions are abstracted more flexibly to better fit with a shared
functional heritage from Lisp.
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C++ exemplifies another extreme: it relies heavily on templates and overloading and other static bindings at
compile-time, which in turn has certain flexibility problems.
Although these examples offer alternate strategies for achieving the same abstraction, they do not fundamentally
alter the need to support abstract nouns in code - all programming relies on an ability to abstract verbs as functions,
nouns as data structures, and either as processes.
Consider for example a sample Java fragment to represent some common farm "animals" to a level of abstraction
suitable to model simple aspects of their hunger and feeding. It defines an Animal class to represent both the state
of the animal and its functions:

public class Animal extends LivingThing

{

     private Location loc;

     private double energyReserves;

     public boolean isHungry() {

         return energyReserves < 2.5;

     }

     public void eat(Food food) {

         // Consume food

         energyReserves += food.getCalories();

     }

     public void moveTo(Location location) {

         // Move to new location

         this.loc = location;

     }

}

With the above definition, one could create objects of type Animal and call their methods like this:

thePig = new Animal();

theCow = new Animal();

if (thePig.isHungry()) {

    thePig.eat(tableScraps);

}

if (theCow.isHungry()) {

    theCow.eat(grass);

}

theCow.moveTo(theBarn);

In the above example, the class Animal is an abstraction used in place of an actual animal, LivingThing is a
further abstraction (in this case a generalisation) of Animal.
If one requires a more differentiated hierarchy of animals — to differentiate, say, those who provide milk from those
who provide nothing except meat at the end of their lives — that is an intermediary level of abstraction, probably
DairyAnimal (cows, goats) who would eat foods suitable to giving good milk, and MeatAnimal (pigs, steers) who
would eat foods to give the best meat-quality.
Such an abstraction could remove the need for the application coder to specify the type of food, so s/he could 
concentrate instead on the feeding schedule. The two classes could be related using inheritance or stand alone, and 
the programmer could define varying degrees of polymorphism between the two types. These facilities tend to vary
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drastically between languages, but in general each can achieve anything that is possible with any of the others. A
great many operation overloads, data type by data type, can have the same effect at compile-time as any degree of
inheritance or other means to achieve polymorphism. The class notation is simply a coder's convenience.

Object-oriented design
Main article: Object-oriented design
Decisions regarding what to abstract and what to keep under the control of the coder become the major concern of
object-oriented design and domain analysis—actually determining the relevant relationships in the real world is the
concern of object-oriented analysis or legacy analysis.
In general, to determine appropriate abstraction, one must make many small decisions about scope (domain
analysis), determine what other systems one must cooperate with (legacy analysis), then perform a detailed
object-oriented analysis which is expressed within project time and budget constraints as an object-oriented design.
In our simple example, the domain is the barnyard, the live pigs and cows and their eating habits are the legacy
constraints, the detailed analysis is that coders must have the flexibility to feed the animals what is available and thus
there is no reason to code the type of food into the class itself, and the design is a single simple Animal class of
which pigs and cows are instances with the same functions. A decision to differentiate DairyAnimal would change
the detailed analysis but the domain and legacy analysis would be unchanged—thus it is entirely under the control of
the programmer, and we refer to abstraction in object-oriented programming as distinct from abstraction in domain
or legacy analysis.

Considerations
When discussing formal semantics of programming languages, formal methods or abstract interpretation,
abstraction refers to the act of considering a less detailed, but safe, definition of the observed program behaviors.
For instance, one may observe only the final result of program executions instead of considering all the intermediate
steps of executions. Abstraction is defined to a concrete (more precise) model of execution.
Abstraction may be exact or faithful with respect to a property if one can answer a question about the property
equally well on the concrete or abstract model. For instance, if we wish to know what the result of the evaluation of a
mathematical expression involving only integers +, -, ×, is worth modulo n, we need only perform all operations
modulo n (a familiar form of this abstraction is casting out nines).
Abstractions, however, though not necessarily exact, should be sound. That is, it should be possible to get sound
answers from them—even though the abstraction may simply yield a result of undecidability. For instance, we may
abstract the students in a class by their minimal and maximal ages; if one asks whether a certain person belongs to
that class, one may simply compare that person's age with the minimal and maximal ages; if his age lies outside the
range, one may safely answer that the person does not belong to the class; if it does not, one may only answer "I
don't know".
The level of abstraction included in a programming language can influence its overall usability. The Cognitive
dimensions framework includes the concept of abstraction gradient in a formalism. This framework allows the
designer of a programming language to study the trade-offs between abstraction and other characteristics of the
design, and how changes in abstraction influence the language usability.
Abstractions can prove useful when dealing with computer programs, because non-trivial properties of computer
programs are essentially undecidable (see Rice's theorem). As a consequence, automatic methods for deriving
information on the behavior of computer programs either have to drop termination (on some occasions, they may
fail, crash or never yield out a result), soundness (they may provide false information), or precision (they may
answer "I don't know" to some questions).
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Abstraction is the core concept of abstract interpretation. Model checking generally takes place on abstract versions
of the studied systems.

Levels of abstraction
Main article: Abstraction layer
Computer science commonly presents levels (or, less commonly, layers) of abstraction, wherein each level
represents a different model of the same information and processes, but uses a system of expression involving a
unique set of objects and compositions that apply only to a particular domain. [1] Each relatively abstract, "higher"
level builds on a relatively concrete, "lower" level, which tends to provide an increasingly "granular" representation.
For example, gates build on electronic circuits, binary on gates, machine language on binary, programming language
on machine language, applications and operating systems on programming languages. Each level is embodied, but
not determined, by the level beneath it, making it a language of description that is somewhat self-contained.

Database systems
Main article: Database management system
Since many users of database systems lack in-depth familiarity with computer data-structures, database developers
often hide complexity through the following levels:

Data abstraction levels of a database system

Physical level: The highest level of abstraction describes how a system
actually stores data. The physical level describes complex low-level
data structures in detail.

Logical level: The next higher level of abstraction describes what data
the database stores, and what relationships exist among those data. The
logical level thus describes an entire database in terms of a small
number of relatively simple structures. Although implementation of the
simple structures at the logical level may involve complex physical
level structures, the user of the logical level does not need to be aware
of this complexity. This referred to as Physical Data Independence.
Database administrators, who must decide what information to keep in a database, use the logical level of
abstraction.

View level: The highest level of abstraction describes only part of the entire database. Even though the logical level
uses simpler structures, complexity remains because of the variety of information stored in a large database. Many
users of a database system do not need all this information; instead, they need to access only a part of the database.
The view level of abstraction exists to simplify their interaction with the system. The system may provide many
views for the same database.

Layered architecture
Main article: Abstraction layer
The ability to provide a design of different levels of abstraction can
•• simplify the design considerably
•• enable different role players to effectively work at various levels of abstraction
•• support the portability of software artefacts (model-based ideally)
Systems design and business process design can both use this. Some design processes specifically generate designs
that contain various levels of abstraction.
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Layered architecture partitions the concerns of the application into stacked groups (layers). It is a technique used in
designing computer software, hardware, and communications in which system or network components are isolated in
layers so that changes can be made in one layer without affecting the others.
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Programmer
This article is about people who write computer software. For other uses, see Programmer (disambiguation).
For someone who performs coding in the social sciences, see Coding (social sciences).
"Coder" redirects here. For other uses, see Encoder.

Student programmers at the Technische
Hochschule in Aachen, Germany in 1970

A programmer, computer programmer, developer, coder, or
software engineer is a person who writes computer software. The term
computer programmer can refer to a specialist in one area of computer
programming or to a generalist who writes code for many kinds of
software. One who practices or professes a formal approach to
programming may also be known as a programmer analyst. A
programmer's primary computer language (C, C++, C#, Java, Lisp,
Python, etc.) is often prefixed to the above titles, and those who work
in a web environment often prefix their titles with Web. The term
programmer can be used to refer to a software developer, Web
developer, mobile applications developer, embedded firmware
developer, software engineer, computer scientist, or software analyst.
However, members of these professions typicallyWikipedia:Citation
needed possess other software engineering skills, beyond
programming; for this reason, the term programmer, or code monkey, is sometimes considered an insulting or
derogatory oversimplification of these other professions. This has sparked much debate amongst developers,
analysts, computer scientists, programmers, and outsiders who continue to be puzzled at the subtle differences in the
definitions of these occupations.

Ada Lovelace, the first computer programmer.

British countess and mathematician Ada Lovelace is considered
the first computer programmer, as she was the first to write and
publish an algorithm intended for implementation on Charles
Babbage's analytical engine, in October 1842, intended for the
calculation of Bernoulli numbers.[1] Lovelace was also the first
person to comment on the potential for computers to be used for
purposes other than computing calculations. Because Babbage's
machine was never completed to a functioning standard in her
time, she never saw her algorithm run.

The first person to run a program on a functioning modern
electronically based computer was computer scientist Konrad
Zuse, in 1941.

The ENIAC programming team, consisting of Kay McNulty, Betty
Jennings, Betty Snyder, Marlyn Wescoff, Fran Bilas and Ruth
Lichterman were the first regularly working programmers.

International Programmers' Day is celebrated annually on 7
January. In 2009, the government of Russia decreed a professional
annual holiday known as Programmers' Day to be celebrated on 13
September (12 September in leap years). It had also been an
unofficial international holiday before that.
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Nature of the work
Some of this section is from the Occupational Outlook Handbook [2], 2006–07 Edition, which is in the public
domain as a work of the United States Government.

Programmers in the Yandex headquarters.

Computer programmers write, test, debug, and
maintain the detailed instructions, called computer
programs, that computers must follow to perform
their functions. Programmers also conceive,
design, and test logical structures for solving
problems by computer. Many technical innovations
in programming — advanced computing
technologies and sophisticated new languages and
programming tools — have redefined the role of a
programmer and elevated much of the
programming work done today. Job titles and
descriptions may vary, depending on the
organization.

Programmers work in many settings, including corporate information technology ("IT") departments, big software
companies, and small service firms. Many professional programmers also work for consulting companies at client
sites as contractors. Licensing is not typically required to work as a programmer, although professional certifications
are commonly held by programmers. Programming is widely considered a profession (although
someWikipedia:Avoid weasel words authorities disagree on the grounds that only careers with legal licensing
requirements count as a profession).

Programmers' work varies widely depending on the type of business for which they are writing programs. For
example, the instructions involved in updating financial records are very different from those required to duplicate
conditions on an aircraft for pilots training in a flight simulator. Although simple programs can be written in a few
hours, programs that use complex mathematical formulas whose solutions can only be approximated or that draw
data from many existing systems may require more than a year of work. In most cases, several programmers work
together as a team under a senior programmer’s supervision.
Programmers write programs according to the specifications determined primarily by more senior programmers and
by systems analysts. After the design process is complete, it is the job of the programmer to convert that design into
a logical series of instructions that the computer can follow. The programmer codes these instructions in one of many
programming languages. Different programming languages are used depending on the purpose of the program.
COBOL, for example, is commonly used for business applications that typically run on mainframe and midrange
computers, whereas Fortran is used in science and engineering. C++ is widely used for both scientific and business
applications. Java, C#, VB and PHP are popular programming languages for Web and business applications.
Programmers generally know more than one programming language and, because many languages are similar, they
often can learn new languages relatively easily. In practice, programmers often are referred to by the language they
know, e.g. as Java programmers, or by the type of function they perform or environment in which they work: for
example, database programmers, mainframe programmers, or Web developers.
When making changes to the source code that programs are made up of, programmers need to make other
programmers aware of the task that the routine is to perform. They do this by inserting comments in the source code
so that others can understand the program more easily. To save work, programmers often use libraries of basic code
that can be modified or customized for a specific application. This approach yields more reliable and consistent
programs and increases programmers' productivity by eliminating some routine steps.
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Testing and debugging
Programmers test a program by running it and looking for bugs (errors). As they are identified, the programmer
usually makes the appropriate corrections, then rechecks the program until an acceptably low level and severity of
bugs remain. This process is called testing and debugging. These are important parts of every programmer's job.
Programmers may continue to fix these problems throughout the life of a program. Updating, repairing, modifying,
and expanding existing programs is sometimes called maintenance programming. Programmers may contribute to
user guides and online help, or they may work with technical writers to do such work.

Application versus system programming
Computer programmers often are grouped into two broad types: application programmers and systems programmers.
Application programmers write programs to handle a specific job, such as a program to track inventory within an
organization. They also may revise existing packaged software or customize generic applications which are
frequently purchased from independent software vendors. Systems programmers, in contrast, write programs to
maintain and control computer systems software, such as operating systems and database management systems.
These workers make changes in the instructions that determine how the network, workstations, and CPU of the
system handle the various jobs they have been given and how they communicate with peripheral equipment such as
printers and disk drives.

Types of software
Programmers in software development companies may work directly with experts from various fields to create
software – either programs designed for specific clients or packaged software for general use – ranging from video
games to educational software to programs for desktop publishing and financial planning. Programming of packaged
software constitutes one of the most rapidly growing segments of the computer services industry. Some companies
or organizations – even small ones – have set up their own IT team to ensure the design and development of
in-house software to answer to very specific needs from their internal end-users, especially when existing software
are not suitable or too expensive. This is for example the case in research laboratories.Wikipedia:Citation needed
In some organizations, particularly small ones, workers commonly known as programmer analysts are responsible
for both the systems analysis and the actual programming work. The transition from a mainframe environment to one
that is based primarily on personal computers (PCs) has blurred the once rigid distinction between the programmer
and the user. Increasingly, adept end users are taking over many of the tasks previously performed by programmers.
For example, the growing use of packaged software, such as spreadsheet and database management software
packages, allows users to write simple programs to access data and perform calculations.Wikipedia:Citation needed
In addition, the rise of the Internet has made web development a huge part of the programming field. Currently more
software applications are web applications that can be used by anyone with a web browser. Examples of such
applications include the Google search service, the Hotmail e-mail service, and the Flickr photo-sharing
service.Wikipedia:Citation needed
Programming editors, also known as source code editors, are text editors that are specifically designed for
programmers or developers for writing the source code of an application or a program. Most of these editors include
features useful for programmers, which may include color syntax highlighting, auto indentation, auto-complete,
bracket matching, syntax check, and allows plug-ins. These features aid the users during coding, debugging and
testing.Wikipedia:Citation needed
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Globalization

Market changes in the UK
According to BBC, 17% of computer science students could not find work in their field 7 months after graduation in
2009 which was the highest rate of the university subjects surveyed while 0% of medical students were unemployed
in the same survey.[3] The UK category system does, however, class such degrees as information technology and
game design as 'computer science', industries in which jobs can be extremely difficult to find, somewhat inflating the
actual figure.[4]

Market changes in the US
Computer programming, offshore outsourcing, and Foreign Worker Visas became a controversial topic after the
crash of the dot com bubble left many programmers without work or with lower wages. Programming was even
mentioned in the 2004 US Presidential debate on the topic of offshore outsourcing.Wikipedia:Citation needed
Large companies claim there is a skills shortage with regard to programming talent. However, US programmers and
unions counter that large companies are exaggerating their case in order to obtain cheaper programmers from
developing countries and to avoid paying for training in very specific technologies.[5]

Enrolment in computer-related degrees in US has dropped recently due to lack of general interests in science and
mathematics and also out of an apparent fear that programming will be subject to the same pressures as
manufacturing and agriculture careers.Wikipedia:Citation needed This situation has resulted in confusion about
whether the US economy is entering a "post-information age" and the nature of US comparative advantages.
Technology and software jobs were supposed to be the replacement for factory and agriculture jobs lost to cheaper
foreign labor, but if those are subject to free trade losses, then the nature of the next generation of replacement
careers is not clear at this point.Wikipedia:Citation needed
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Language primitive
In computing, language primitives are the simplest elements available in a programming language. A primitive is
the smallest 'unit of processing' available to a programmer of a particular machine, or can be an atomic element of an
expression in a language.
Primitives are units with a meaning, i.e. a semantic value in the language. Thus they're different from tokens in a
parser, which are the minimal elements of syntax.

Machine level primitives
A machine instruction, usually generated by an assembler program, is often considered the smallest unit of
processing although this is not always the case. It typically performs what is perceived to be one single operation
such as copying a byte or string of bytes from one memory location to another or adding one processor register to
another.

Micro code primitives
Many of today's computers, however, actually embody an even lower unit of processing known as microcode which
interprets the "machine code" and it is then that the microcode instructions would be the genuine primitives. These
instructions would typically be available for modification only by the hardware vendors programmers.

High level language primitives
A high-level programming language (HLL) program is composed of discrete statements and primitive data types that
may also be perceived to perform a single operation or represent a single data item, but at a more abstract level than
those provided by the machine. Copying a data item from one location to another may actually involve many
machine instructions that, for instance,
• calculate the address of both operands in memory, based on their positions within a data structure,
• convert from one data type to another
before finally
•• performing the final store operation to the target destination.
Some HLL statements, particularly those involving loops, can generate thousands or even millions of primitives in a
low level language - which comprise the genuine instruction path length the processor has to execute at the lowest
level. This perception has been referred to as the "Abstraction penalty"

Interpreted language primitives
An interpreted language statement has similarities to the HLL primitives but with a further added 'layer'. Before the
statement can be executed in a manner very similar to a HLL statement, first, it has to be processed by an interpreter,
a process that may involve many primitives in the target machine language.

Fourth and Fifth-generation programming language primitives
4gls and 5gls do not have a simple one-to-many correspondence from high-to-low level primitives. There are some
elements of interpreted language primitives embodied in 4gl and 5gl specifications but the approach to the original
problem is less a procedural language construct and are more oriented toward problem solving and systems
engineering.
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Assembly language
See the terminology section below for information regarding inconsistent use of the terms assembly and
assembler.

Motorola MC6800 Assembly listing, showing
original assembly language and the assembled

form

An assembly language is a low-level programming language for a
computer, or other programmable device, in which there is a very
strong (generally one-to-one) correspondence between the language
and the architecture's machine code instructions. Each assembly
language is specific to a particular computer architecture, in contrast to
most high-level programming languages, which are generally portable
across multiple architectures, but require interpreting or compiling.

Assembly language is converted into executable machine code by a
utility program referred to as an assembler; the conversion process is
referred to as assembly, or assembling the code.

Assembly language uses a mnemonic to represent each low-level
machine instruction or operation. Typical operations require one or
more operands in order to form a complete instruction, and most
assemblers can therefore take labels, symbols and expressions as
operands to represent addresses and other constants, freeing the
programmer from tedious manual calculations. Macro assemblers
include a macroinstruction facility so that (parameterized) assembly
language text can be represented by a name, and that name can be used
to insert the expanded text into other code. Many assemblers offer
additional mechanisms to facilitate program development, to control
the assembly process, and to aid debugging.

Key concepts

Assembler
An assembler is a program which creates object code by translating combinations of mnemonics and syntax for
operations and addressing modes into their numerical equivalents. This representation typically includes an
operation code ("opcode") as well as other control bits.[1] The assembler also calculates constant expressions and
resolves symbolic names for memory locations and other entities.[2] The use of symbolic references is a key feature
of assemblers, saving tedious calculations and manual address updates after program modifications. Most assemblers
also include macro facilities for performing textual substitution—e.g., to generate common short sequences of
instructions as inline, instead of called subroutines.
Some assemblers may also be able to perform some simple types of instruction set-specific optimizations. One
concrete example of this may be the ubiquitous x86 assemblers from various vendors. Most of them are able to
perform jump-instruction replacements (long jumps replaced by short or relative jumps) in any number of passes, on
request. Others may even do simple rearagement or insertion of instructions, such as some assemblers for RISC
architectures that can help optimize a sensible instruction scheduling to exploit the CPU pipeline as efficiently as
possible.Wikipedia:Citation needed
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Like early programming languages such as Fortran, Algol, Cobol and Lisp, assemblers have been available since the
1950s and the first generations of text based computer interfaces. However, assemblers came first as they are far
simpler to write than compilers for high-level languages. This is because each mnemonic along with the addressing
modes and operands of an instruction translates rather directly into the numeric representations of that particular
instruction, without much context or analysis. There have also been several classes of translators and semi automatic
code generators with properties similar to both assembly and high level languages, with speedcode as perhaps one of
the better known examples.

Number of passes

There are two types of assemblers based on how many passes through the source are needed to produce the
executable program.
• One-pass assemblers go through the source code once. Any symbol used before it is defined will require "errata"

at the end of the object code (or, at least, no earlier than the point where the symbol is defined) telling the linker
or the loader to "go back" and overwrite a placeholder which had been left where the as yet undefined symbol was
used.

•• Multi-pass assemblers create a table with all symbols and their values in the first passes, then use the table in later
passes to generate code.

In both cases, the assembler must be able to determine the size of each instruction on the initial passes in order to
calculate the addresses of subsequent symbols. This means that if the size of an operation referring to an operand
defined later depends on the type or distance of the operand, the assembler will make a pessimistic estimate when
first encountering the operation, and if necessary pad it with one or more "no-operation" instructions in a later pass
or the errata. In an assembler with peephole optimization, addresses may be recalculated between passes to allow
replacing pessimistic code with code tailored to the exact distance from the target.
The original reason for the use of one-pass assemblers was speed of assembly— often a second pass would require
rewinding and rereading a tape or rereading a deck of cards. With modern computers this has ceased to be an issue.
The advantage of the multi-pass assembler is that the absence of errata makes the linking process (or the program
load if the assembler directly produces executable code) faster.

High-level assemblers

More sophisticated high-level assemblers provide language abstractions such as:
•• Advanced control structures
•• High-level procedure/function declarations and invocations
•• High-level abstract data types, including structures/records, unions, classes, and sets
• Sophisticated macro processing (although available on ordinary assemblers since the late 1950s for IBM 700

series and since the 1960s for IBM/360, amongst other machines)
• Object-oriented programming features such as classes, objects, abstraction, polymorphism, and inheritance[3]

See Language design below for more details.
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Assembly language
A program written in assembly language consists of a series of (mnemonic) processor instructions and
meta-statements (known variously as directives, pseudo-instructions and pseudo-ops), comments and data. Assembly
language instructions usually consist of an opcode mnemonic followed by a list of data, arguments or parameters.
These are translated by an assembler into machine language instructions that can be loaded into memory and
executed.
For example, the instruction below tells an x86/IA-32 processor to move an immediate 8-bit value into a register.
The binary code for this instruction is 10110 followed by a 3-bit identifier for which register to use. The identifier for
the AL register is 000, so the following machine code loads the AL register with the data 01100001.

10110000 01100001

This binary computer code can be made more human-readable by expressing it in hexadecimal as follows.

B0 61

Here, B0 means 'Move a copy of the following value into AL', and 61 is a hexadecimal representation of the value
01100001, which is 97 in decimal. Intel assembly language provides the mnemonic MOV (an abbreviation of move)
for instructions such as this, so the machine code above can be written as follows in assembly language, complete
with an explanatory comment if required, after the semicolon. This is much easier to read and to remember.

MOV AL, 61h       ; Load AL with 97 decimal (61 hex)

In some assembly languages the same mnemonic such as MOV may be used for a family of related instructions for
loading, copying and moving data, whether these are immediate values, values in registers, or memory locations
pointed to by values in registers. Other assemblers may use separate opcodes such as L for "move memory to
register", ST for "move register to memory", LR for "move register to register", MVI for "move immediate operand
to memory", etc.
The Intel opcode 10110000 (B0) copies an 8-bit value into the AL register, while 10110001 (B1) moves it into CL
and 10110010 (B2) does so into DL. Assembly language examples for these follow.

MOV AL, 1h        ; Load AL with immediate value 1

MOV CL, 2h        ; Load CL with immediate value 2

MOV DL, 3h        ; Load DL with immediate value 3

The syntax of MOV can also be more complex as the following examples show.

MOV EAX, [EBX]        ; Move the 4 bytes in memory at the address contained in EBX into EAX

MOV [ESI+EAX], CL ; Move the contents of CL into the byte at address ESI+EAX

In each case, the MOV mnemonic is translated directly into an opcode in the ranges 88-8E, A0-A3, B0-B8, C6 or C7
by an assembler, and the programmer does not have to know or remember which.
Transforming assembly language into machine code is the job of an assembler, and the reverse can at least partially
be achieved by a disassembler. Unlike high-level languages, there is usually a one-to-one correspondence between
simple assembly statements and machine language instructions. However, in some cases, an assembler may provide
pseudoinstructions (essentially macros) which expand into several machine language instructions to provide
commonly needed functionality. For example, for a machine that lacks a "branch if greater or equal" instruction, an
assembler may provide a pseudoinstruction that expands to the machine's "set if less than" and "branch if zero (on
the result of the set instruction)". Most full-featured assemblers also provide a rich macro language (discussed
below) which is used by vendors and programmers to generate more complex code and data sequences.
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Each computer architecture has its own machine language. Computers differ in the number and type of operations
they support, in the different sizes and numbers of registers, and in the representations of data in storage. While most
general-purpose computers are able to carry out essentially the same functionality, the ways they do so differ; the
corresponding assembly languages reflect these differences.
Multiple sets of mnemonics or assembly-language syntax may exist for a single instruction set, typically instantiated
in different assembler programs. In these cases, the most popular one is usually that supplied by the manufacturer
and used in its documentation.

Language design

Basic elements
There is a large degree of diversity in the way the authors of assemblers categorize statements and in the
nomenclature that they use. In particular, some describe anything other than a machine mnemonic or extended
mnemonic as a pseudo-operation (pseudo-op). A typical assembly language consists of 3 types of instruction
statements that are used to define program operations:
• Opcode mnemonics
•• Data definitions
•• Assembly directives

Opcode mnemonics and extended mnemonics

Instructions (statements) in assembly language are generally very simple, unlike those in high-level language.
Generally, a mnemonic is a symbolic name for a single executable machine language instruction (an opcode), and
there is at least one opcode mnemonic defined for each machine language instruction. Each instruction typically
consists of an operation or opcode plus zero or more operands. Most instructions refer to a single value, or a pair of
values. Operands can be immediate (value coded in the instruction itself), registers specified in the instruction or
implied, or the addresses of data located elsewhere in storage. This is determined by the underlying processor
architecture: the assembler merely reflects how this architecture works. Extended mnemonics are often used to
specify a combination of an opcode with a specific operand, e.g., the System/360 assemblers use B as an extended
mnemonic for BC with a mask of 15 and NOP ("NO OPeration" - do nothing for one step) for BC with a mask of 0.
Extended mnemonics are often used to support specialized uses of instructions, often for purposes not obvious from
the instruction name. For example, many CPU's do not have an explicit NOP instruction, but do have instructions
that can be used for the purpose. In 8086 CPUs the instruction xchg ax,ax is used for nop, with nop being a
pseudo-opcode to encode the instruction xchg ax,ax. Some disassemblers recognize this and will decode the xchg
ax,ax instruction as nop. Similarly, IBM assemblers for System/360 and System/370 use the extended mnemonics
NOP and NOPR for BC and BCR with zero masks. For the SPARC architecture, these are known as synthetic
instructions.
Some assemblers also support simple built-in macro-instructions that generate two or more machine instructions. For
instance, with some Z80 assemblers the instruction ld hl,bc is recognized to generate ld l,c followed by ld h,b.[4]

These are sometimes known as pseudo-opcodes.
Mnemonics are arbitrary symbols; in 1985 the IEEE published Standard 694 for a uniform set of mnemonics to be
used by all assemblers. The standard has since been withdrawn.
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Data directives

There are instructions used to define data elements to hold data and variables. They define the type of data, the
length and the alignment of data. These instructions can also define whether the data is available to outside programs
(programs assembled separately) or only to the program in which the data section is defined. Some assemblers
classify these as pseudo-ops.

Assembly directives

Assembly directives, also called pseudo-opcodes, pseudo-operations or pseudo-ops, are instructions that are executed
by an assembler at assembly time, not by a CPU at run time. The names of pseudo-ops often start with a dot to
distinguish them from machine instructions. Pseudo-ops can make the assembly of the program dependent on
parameters input by a programmer, so that one program can be assembled different ways, perhaps for different
applications. Or, a pseudo-op can be used to manipulate presentation of a program to make it easier to read and
maintain. Another common use of pseudo-ops is to reserve storage areas for run-time data and optionally initialize
their contents to known values.
Symbolic assemblers let programmers associate arbitrary names (labels or symbols) with memory locations and
various constants. Usually, every constant and variable is given a name so instructions can reference those locations
by name, thus promoting self-documenting code. In executable code, the name of each subroutine is associated with
its entry point, so any calls to a subroutine can use its name. Inside subroutines, GOTO destinations are given labels.
Some assemblers support local symbols which are lexically distinct from normal symbols (e.g., the use of "10$" as a
GOTO destination).
Some assemblers, such as NASM provide flexible symbol management, letting programmers manage different
namespaces, automatically calculate offsets within data structures, and assign labels that refer to literal values or the
result of simple computations performed by the assembler. Labels can also be used to initialize constants and
variables with relocatable addresses.
Assembly languages, like most other computer languages, allow comments to be added to program source code that
will be ignored during assembly. Judicious commenting is essential in assembly language programs, as the meaning
and purpose of a sequence of binary machine instructions can be difficult to determine. It should be noted that the
"raw" (uncommented) assembly language generated by compilers or disassemblers is quite difficult to read when
changes must be made.

Macros
Many assemblers support predefined macros, and others support programmer-defined (and repeatedly re-definable)
macros involving sequences of text lines in which variables and constants are embedded. This sequence of text lines
may include opcodes or directives. Once a macro has been defined its name may be used in place of a mnemonic.
When the assembler processes such a statement, it replaces the statement with the text lines associated with that
macro, then processes them as if they existed in the source code file (including, in some assemblers, expansion of
any macros existing in the replacement text).
Note that this definition of "macro" is slightly different from the use of the term in other contexts, like the C
programming language. C macros created through the #define directive typically are just one line, or a few lines at
most. Assembler macro instructions can be lengthy "programs" by themselves, executed by interpretation by the
assembler during assembly.
Since macros can have 'short' names but expand to several or indeed many lines of code, they can be used to make
assembly language programs appear to be far shorter, requiring fewer lines of source code, as with higher level
languages. They can also be used to add higher levels of structure to assembly programs, optionally introduce
embedded debugging code via parameters and other similar features.
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Macro assemblers often allow macros to take parameters. Some assemblers include quite sophisticated macro
languages, incorporating such high-level language elements as optional parameters, symbolic variables, conditionals,
string manipulation, and arithmetic operations, all usable during the execution of a given macro, and allowing
macros to save context or exchange information. Thus a macro might generate numerous assembly language
instructions or data definitions, based on the macro arguments. This could be used to generate record-style data
structures or "unrolled" loops, for example, or could generate entire algorithms based on complex parameters. An
organization using assembly language that has been heavily extended using such a macro suite can be considered to
be working in a higher-level language, since such programmers are not working with a computer's lowest-level
conceptual elements.
Macros were used to customize large scale software systems for specific customers in the mainframe era and were
also used by customer personnel to satisfy their employers' needs by making specific versions of manufacturer
operating systems. This was done, for example, by systems programmers working with IBM's Conversational
Monitor System / Virtual Machine (VM/CMS) and with IBM's "real time transaction processing" add-ons, Customer
Information Control System CICS, and ACP/TPF, the airline/financial system that began in the 1970s and still runs
many large computer reservations systems (CRS) and credit card systems today.
It was also possible to use solely the macro processing abilities of an assembler to generate code written in
completely different languages, for example, to generate a version of a program in COBOL using a pure macro
assembler program containing lines of COBOL code inside assembly time operators instructing the assembler to
generate arbitrary code.
This was because, as was realized in the 1960s, the concept of "macro processing" is independent of the concept of
"assembly", the former being in modern terms more word processing, text processing, than generating object code.
The concept of macro processing appeared, and appears, in the C programming language, which supports
"preprocessor instructions" to set variables, and make conditional tests on their values. Note that unlike certain
previous macro processors inside assemblers, the C preprocessor was not Turing-complete because it lacked the
ability to either loop or "go to", the latter allowing programs to loop.
Despite the power of macro processing, it fell into disuse in many high level languages (major exceptions being
C/C++ and PL/I) while remaining a perennial for assemblers.
Macro parameter substitution is strictly by name: at macro processing time, the value of a parameter is textually
substituted for its name. The most famous class of bugs resulting was the use of a parameter that itself was an
expression and not a simple name when the macro writer expected a name. In the macro: foo: macro a load
a*b the intention was that the caller would provide the name of a variable, and the "global" variable or constant b
would be used to multiply "a". If foo is called with the parameter a-c, the macro expansion of load a-c*b
occurs. To avoid any possible ambiguity, users of macro processors can parenthesize formal parameters inside macro
definitions, or callers can parenthesize the input parameters.

Support for structured programming
Some assemblers have incorporated structured programming elements to encode execution flow. The earliest
example of this approach was in the Concept-14 macro set, originally proposed by Dr. H.D. Mills (March 1970), and
implemented by Marvin Kessler at IBM's Federal Systems Division, which extended the S/360 macro assembler
with IF/ELSE/ENDIF and similar control flow blocks. This was a way to reduce or eliminate the use of GOTO
operations in assembly code, one of the main factors causing spaghetti code in assembly language. This approach
was widely accepted in the early '80s (the latter days of large-scale assembly language use).
A curious design was A-natural, a "stream-oriented" assembler for 8080/Z80 processorsWikipedia:Citation needed 
from Whitesmiths Ltd. (developers of the Unix-like Idris operating system, and what was reported to be the first 
commercial C compiler). The language was classified as an assembler, because it worked with raw machine 
elements such as opcodes, registers, and memory references; but it incorporated an expression syntax to indicate
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execution order. Parentheses and other special symbols, along with block-oriented structured programming
constructs, controlled the sequence of the generated instructions. A-natural was built as the object language of a C
compiler, rather than for hand-coding, but its logical syntax won some fans.
There has been little apparent demand for more sophisticated assemblers since the decline of large-scale assembly
language development. In spite of that, they are still being developed and applied in cases where resource constraints
or peculiarities in the target system's architecture prevent the effective use of higher-level languages.

Use of assembly language

Historical perspective
Assembly languages date to the introduction of the stored-program computer. The EDSAC computer (1949) had an
assembler called initial orders featuring one-letter mnemonics. Nathaniel Rochester wrote an assembler for an IBM
701 (1954). SOAP (Symbolic Optimal Assembly Program) (1955) was an assembly language for the IBM 650
computer written by Stan Poley.
Assembly languages eliminated much of the error-prone and time-consuming first-generation programming needed
with the earliest computers, freeing programmers from tedium such as remembering numeric codes and calculating
addresses. They were once widely used for all sorts of programming. However, by the 1980s (1990s on
microcomputers), their use had largely been supplanted by higher-level languages, in the search for improved
programming productivity. Today assembly language is still used for direct hardware manipulation, access to
specialized processor instructions, or to address critical performance issues. Typical uses are device drivers,
low-level embedded systems, and real-time systems.
Historically, numerous programs have been written entirely in assembly language. Operating systems were entirely
written in assembly language until the introduction of the Burroughs MCP (1961), which was written in ESPOL, an
Algol dialect. Many commercial applications were written in assembly language as well, including a large amount of
the IBM mainframe software written by large corporations. COBOL, FORTRAN and some PL/I eventually
displaced much of this work, although a number of large organizations retained assembly-language application
infrastructures well into the '90s.
Most early microcomputers relied on hand-coded assembly language, including most operating systems and large
applications. This was because these systems had severe resource constraints, imposed idiosyncratic memory and
display architectures, and provided limited, buggy system services. Perhaps more important was the lack of
first-class high-level language compilers suitable for microcomputer use. A psychological factor may have also
played a role: the first generation of microcomputer programmers retained a hobbyist, "wires and pliers" attitude.
In a more commercial context, the biggest reasons for using assembly language were minimal bloat (size), minimal
overhead, greater speed, and reliability.
Typical examples of large assembly language programs from this time are IBM PC DOS operating systems and early
applications such as the spreadsheet program Lotus 1-2-3. Even into the 1990s, most console video games were
written in assembly, including most games for the Mega Drive/Genesis and the Super Nintendo Entertainment
System.Wikipedia:Citation needed According to some industry insiders, the assembly language was the best
computer language to use to get the best performance out of the Sega Saturn, a console that was notoriously
challenging to develop and program games for.[5] The popular arcade game NBA Jam (1993) is another example.
Assembly language has long been the primary development language for many popular home computers of the
1980s and 1990s (such as the Sinclair ZX Spectrum, Commodore 64, Commodore Amiga, and Atari ST). This was
in large part because BASIC dialects on these systems offered insufficient execution speed, as well as insufficient
facilities to take full advantage of the available hardware on these systems. Some systems even have IDEs with
highly advanced debugging and macro facilities.
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The Assembler for the VIC-20 was written by Don French and published by French Silk. At 1,639 bytes in length, its
author believes it is the smallest symbolic assembler ever written. The assembler supported the usual symbolic
addressing and the definition of character strings or hex strings. It also allowed address expressions which could be
combined with addition, subtraction, multiplication, division, logical AND, logical OR, and exponentiation
operators.

Current usage
There have always been debates over the usefulness and performance of assembly language relative to high-level
languages. Assembly language has specific niche uses where it is important; see below. Assembler can be used to
optimize for speed or optimize for size. In the case of speed optimization, modern optimizing compilers are claimed
to render high-level languages into code that can run as fast as hand-written assembly, despite the counter-examples
that can be found. The complexity of modern processors and memory sub-systems makes effective optimization
increasingly difficult for compilers, as well as assembly programmers. Moreover, and to the dismay of efficiency
lovers, increasing processor performance has meant that most CPUs sit idle most of the time, with delays caused by
predictable bottlenecks such as cache misses, I/O operations and paging. This has made raw code execution speed a
non-issue for many programmers.
There are some situations in which developers might choose to use assembly language:
• A stand-alone executable of compact size is required that must execute without recourse to the run-time

components or libraries associated with a high-level language; this is perhaps the most common situation. For
example, firmware for telephones, automobile fuel and ignition systems, air-conditioning control systems,
security systems, and sensors.

• Code that must interact directly with the hardware, for example in device drivers and interrupt handlers.
• Programs that need to use processor-specific instructions not implemented in a compiler. A common example is

the bitwise rotation instruction at the core of many encryption algorithms.
• Programs that create vectorized functions for programs in higher-level languages such as C. In the higher-level

language this is sometimes aided by compiler intrinsic functions which map directly to SIMD mnemonics, but
nevertheless result in a one-to-one assembly conversion specific for the given vector processor.

• Programs requiring extreme optimization, for example an inner loop in a processor-intensive algorithm. Game
programmers take advantage of the abilities of hardware features in systems, enabling games to run faster. Also
large scientific simulations require highly optimized algorithms, e.g. linear algebra with BLAS or discrete cosine
transformation (e.g. SIMD assembly version from x264)

•• Situations where no high-level language exists, on a new or specialized processor, for example.
•• Programs that need precise timing such as

• real-time programs such as simulations, flight navigation systems, and medical equipment. For example, in a
fly-by-wire system, telemetry must be interpreted and acted upon within strict time constraints. Such systems
must eliminate sources of unpredictable delays, which may be created by (some) interpreted languages,
automatic garbage collection, paging operations, or preemptive multitasking. However, some higher-level
languages incorporate run-time components and operating system interfaces that can introduce such delays.
Choosing assembly or lower-level languages for such systems gives programmers greater visibility and control
over processing details.

• cryptographic algorithms that must always take strictly the same time to execute, preventing timing attacks.
• Situations where complete control over the environment is required, in extremely high security situations where

nothing can be taken for granted.
• Computer viruses, bootloaders, certain device drivers, or other items very close to the hardware or low-level

operating system.
• Instruction set simulators for monitoring, tracing and debugging where additional overhead is kept to a minimum
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• Reverse-engineering and modifying program files such as
• existing binaries that may or may not have originally been written in a high-level language, for example when

trying to recreate programs for which source code is not available or has been lost, or cracking copy protection
of proprietary software.

• Video games (also termed ROM hacking), which is possible via several methods. The most widely employed
is altering program code at the assembly language level.

• Self-modifying code, to which assembly language lends itself well.
• Games and other software for graphing calculators.
Assembly language is still taught in most computer science and electronic engineering programs. Although few
programmers today regularly work with assembly language as a tool, the underlying concepts remain very important.
Such fundamental topics as binary arithmetic, memory allocation, stack processing, character set encoding, interrupt
processing, and compiler design would be hard to study in detail without a grasp of how a computer operates at the
hardware level. Since a computer's behavior is fundamentally defined by its instruction set, the logical way to learn
such concepts is to study an assembly language. Most modern computers have similar instruction sets. Therefore,
studying a single assembly language is sufficient to learn: I) the basic concepts; II) to recognize situations where the
use of assembly language might be appropriate; and III) to see how efficient executable code can be created from
high-level languages. This is analogous to children needing to learn the basic arithmetic operations (e.g., long
division), although calculators are widely used for all except the most trivial calculations.

Typical applications
• Assembly language is typically used in a system's boot code, (BIOS on IBM-compatible PC systems and CP/M),

the low-level code that initializes and tests the system hardware prior to booting the operating system, and is often
stored in ROM.

• Some compilers translate high-level languages into assembly first before fully compiling, allowing the assembly
code to be viewed for debugging and optimization purposes.

• Relatively low-level languages, such as C, allow the programmer to embed assembly language directly in the
source code. Programs using such facilities, such as the Linux kernel, can then construct abstractions using
different assembly language on each hardware platform. The system's portable code can then use these
processor-specific components through a uniform interface.

• Assembly language is valuable in reverse engineering. Many programs are distributed only in machine code form
which is straightforward to translate into assembly language, but more difficult to translate into a higher-level
language. Tools such as the Interactive Disassembler make extensive use of disassembly for such a purpose.

• Assemblers can be used to generate blocks of data, with no high-level language overhead, from formatted and
commented source code, to be used by other code.Wikipedia:Citation needed

Related terminology
• Assembly language or assembler language is commonly called assembly, assembler, ASM, or symbolic

machine code. A generation of IBM mainframe programmers called it ALC for Assembly Language Code or
BAL[6] for Basic Assembly Language. Calling the language assembler might be considered potentially
confusing and ambiguous, since this is also the name of the utility program that translates assembly language
statements into machine code. However, this usage has been common among professionals and in the literature
for decades. Similarly, some early computers called their assembler their assembly program.

• The computational step where an assembler is run, including all macro processing, is termed assembly time. The
assembler is said to be "assembling" the source code.

• The use of the word assembly dates from the early years of computers (cf. short code, speedcode).

http://en.wikipedia.org/w/index.php?title=Reverse-engineering
http://en.wikipedia.org/w/index.php?title=Binary_file
http://en.wikipedia.org/w/index.php?title=Video_game
http://en.wikipedia.org/w/index.php?title=ROM_hacking
http://en.wikipedia.org/w/index.php?title=Self-modifying_code
http://en.wikipedia.org/w/index.php?title=Calculator_gaming
http://en.wikipedia.org/w/index.php?title=Graphing_calculator
http://en.wikipedia.org/w/index.php?title=Computer_science
http://en.wikipedia.org/w/index.php?title=Electronic_engineering
http://en.wikipedia.org/w/index.php?title=Binary_arithmetic
http://en.wikipedia.org/w/index.php?title=Memory_allocation
http://en.wikipedia.org/w/index.php?title=Stack_%28data_structure%29
http://en.wikipedia.org/w/index.php?title=Character_set
http://en.wikipedia.org/w/index.php?title=Interrupt
http://en.wikipedia.org/w/index.php?title=Compiler
http://en.wikipedia.org/w/index.php?title=Calculator
http://en.wikipedia.org/w/index.php?title=Booting
http://en.wikipedia.org/w/index.php?title=BIOS
http://en.wikipedia.org/w/index.php?title=Personal_Computer
http://en.wikipedia.org/w/index.php?title=CP/M
http://en.wikipedia.org/w/index.php?title=Read-only_memory
http://en.wikipedia.org/w/index.php?title=Debug
http://en.wikipedia.org/w/index.php?title=C_%28programming_language%29
http://en.wikipedia.org/w/index.php?title=Linux_kernel
http://en.wikipedia.org/w/index.php?title=Software_portability
http://en.wikipedia.org/w/index.php?title=Reverse_engineering
http://en.wikipedia.org/w/index.php?title=Interactive_Disassembler
http://en.wikipedia.org/wiki/Citation_needed
http://en.wikipedia.org/w/index.php?title=Short_Code_%28Computer_language%29
http://en.wikipedia.org/w/index.php?title=Speedcoding


Assembly language 95

• A cross assembler (see also cross compiler) is an assembler that is run on a computer or operating system of a
different type from the system on which the resulting code is to run (the target system). Cross-assembling may be
necessary if the target system cannot run an assembler itself, as is typically the case for small embedded systems.
The computer on which the cross assembler is run must have some means of transporting the resulting machine
code to the target system. Common methods involve transmitting an exact byte-by-byte copy of the machine code
or an ASCII representation of the machine code in a portable format (such as Motorola or Intel hexadecimal)
through a compatible interface to the target system for execution.

• An assembler directive or pseudo-opcode is a command given to an assembler "directing it to perform
operations other than assembling instructions." Directives affect how the assembler operates and "may affect the
object code, the symbol table, the listing file, and the values of internal assembler parameters." Sometimes the
term pseudo-opcode is reserved for directives that generate object code, such as those that generate data.

• A meta-assembler is "a program that accepts the syntactic and semantic description of an assembly language,
and generates an assembler for that language." [7]

List of assemblers for different computer architectures
Main article: List of assemblers

Further details
For any given personal computer, mainframe, embedded system, and game console, both past and present, at least
one – possibly dozens – of assemblers have been written. For some examples, see the list of assemblers.
On Unix systems, the assembler is traditionally called as, although it is not a single body of code, being typically
written anew for each port. A number of Unix variants use GAS.
Within processor groups, each assembler has its own dialect. Sometimes, some assemblers can read another
assembler's dialect, for example, TASM can read old MASM code, but not the reverse. FASM and NASM have
similar syntax, but each support different macros that could make them difficult to translate to each other. The basics
are all the same, but the advanced features will differ.
Also, assembly can sometimes be portable across different operating systems on the same type of CPU. Calling
conventions between operating systems often differ slightly or not at all, and with care it is possible to gain some
portability in assembly language, usually by linking with a C library that does not change between operating
systems.Wikipedia:Citation needed An instruction set simulator can process the object code/ binary of any assembler
to achieve portability even across platforms with an overhead no greater than a typical bytecode
interpreter.Wikipedia:Citation needed This is similar to use of microcode to achieve compatibility across a processor
family.
Some higher level computer languages, such as C and Borland Pascal, support inline assembly where sections of
assembly code, in practice usually brief, can be embedded into the high level language code. The Forth language
commonly contains an assembler used in CODE words.
An emulator can be used to debug assembly-language programs.
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Example listing of assembly language source code
The following is a partial listing generated by the NASM, an assembler for 32-bit Intel x86 CPUs. The code is for a
subroutine, not a complete program.

                     ;-----------------------------------------------------------

                     ; zstr_count:

                     ; Counts a zero-terminated ASCII string to determine its size

                     ; in:   eax = start address of the zero terminated string

                     ; out:  ecx = count = the length of the string

                     zstr_count:                   ; Entry point

00000030 B9FFFFFFFF      mov  ecx, -1              ; Init the loop counter, pre-decrement

                                                   ;  to compensate for the increment

                     .loop:

00000035 41              inc  ecx                  ; Add 1 to the loop counter

00000036 803C0800        cmp  byte [eax + ecx], 0  ; Compare the value at the string's

                                                   ;  [starting memory address Plus the

                                                   ;  loop offset], to zero

0000003A 75F9            jne  .loop                ; If the memory value is not zero,

                                                   ;  then jump to the label called '.loop',

                                                   ;  otherwise continue to the next line

                     .done:

                                                   ; We don't do a final increment,

                                                   ;  because even though the count is base 1,

                                                   ;  we do not include the zero terminator in the

                                                   ;  string's length

0000003C C3              ret                       ; Return to the calling program

The first column (from the left) is simply the line number in the listing and is otherwise meaningless. The second
column is the relative address, in hex, of where the code will be placed in memory. The third column is the actual
compiled code. For instance, B9 is the x86 opcode for the MOV  ECX instruction; FFFFFFFF is the value −1 in
two's-complement binary form.
Names suffixed with colons (: ) are symbolic labels; the labels do not create code, they are simply a way to tell the
assembler that those locations have symbolic names. The .done label is only present for clarity of where the
program ends, it does not serve any other purpose. Prefixing a period (. ) on a label is a feature of the assembler,
declaring the label as being local to the subroutine.
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Machine code

Machine language monitor in a W65C816S
single-board computer, displaying code

disassembly, as well as processor register and
memory dumps.

Machine code or machine language is a set of instructions executed
directly by a computer's central processing unit (CPU). Each
instruction performs a very specific task, such as a load, a jump, or an
ALU operation on a unit of data in a CPU register or memory. Every
program directly executed by a CPU is made up of a series of such
instructions.

Numerical machine code (i.e. not assembly code) may be regarded as
the lowest-level representation of a compiled and/or assembled
computer program or as a primitive and hardware-dependent
programming language. While it is possible to write programs directly
in numerical machine code, it is tedious and error prone to manage
individual bits and calculate numerical addresses and constants
manually. It is therefore rarely done today, except for situations that
require extreme optimization or debugging.

Almost all practical programs today are written in higher-level languages or assembly language, and translated to
executable machine code by a compiler and/or assembler and linker. Programs in interpreted languages[1] are not
translated into machine code however, although their interpreter (which may be seen as an executor or processor)
typically consists of directly executable machine code (generated from assembly and/or high level language source
code).

Machine code instructions
Main article: Instruction set
Every processor or processor family has its own machine code instruction set. Instructions are patterns of bits that by
physical design correspond to different commands to the machine. Thus, the instruction set is specific to a class of
processors using (much) the same architecture. Successor or derivative processor designs often include all the
instructions of a predecessor and may add additional instructions. Occasionally, a successor design will discontinue
or alter the meaning of some instruction code (typically because it is needed for new purposes), affecting code
compatibility to some extent; even nearly completely compatible processors may show slightly different behavior for
some instructions, but this is rarely a problem. Systems may also differ in other details, such as memory
arrangement, operating systems, or peripheral devices. Because a program normally relies on such factors, different
systems will typically not run the same machine code, even when the same type of processor is used.
A machine code instruction set may have all instructions of the same length, or it may have variable-length
instructions. How the patterns are organized varies strongly with the particular architecture and often also with the
type of instruction. Most instructions have one or more opcode fields which specifies the basic instruction type (such
as arithmetic, logical, jump, etc.) and the actual operation (such as add or compare) and other fields that may give the
type of the operand(s), the addressing mode(s), the addressing offset(s) or index, or the actual value itself (such
constant operands contained in an instruction are called immediates).[2]

Not all machines or individual instructions have explicit operands. An accumulator machine have a combined left 
operand and result in an implicit accumulator for most arithmetic instructions. Other architectures (such as 8086 and 
the x86-family) have accumulator versions of common instructions, with the accumulator regarded as one of the 
general registers by longer instructions. A stack machine has most or all of its operands on an implicit stack. Special 
purpose instructions also often lack explicit operands (CPUID in the x86 architecture writes values into four implicit
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destination registers, for instance). This distinction between explicit and implicit operands is important in machine
code generators, especially in the register allocation and live range tracking parts. A good code optimizer can track
implicit as well as explicit operands which may allow more frequent constant propagation, constant folding of
registers (a register assigned the result of a constant expression freed up by replacing it by that constant) and other
code enhancements.

Programs
A computer program is a sequence of instructions that are executed by a CPU. While simple processors execute
instructions one after another, superscalar processors are capable of executing several instructions at once.
Program flow may be influenced by special 'jump' instructions that transfer execution to an instruction other than the
numerically following one. Conditional jumps are taken (execution continues at another address) or not (execution
continues at the next instruction) depending on some condition.

Assembly languages
Main article: Assembly language
A much more readable rendition of machine language, called assembly language, uses mnemonic codes to refer to
machine code instructions, rather than using the instructions' numeric values directly. For example, on the Zilog Z80
processor, the machine code 00000101, which causes the CPU to decrement the B processor register, would be
represented in assembly language as DEC B.

Example
The MIPS architecture provides a specific example for a machine code whose instructions are always 32 bits long.
The general type of instruction is given by the op (operation) field, the highest 6 bits. J-type (jump) and I-type
(immediate) instructions are fully specified by op. R-type (register) instructions include an additional field funct to
determine the exact operation. The fields used in these types are:

   6      5     5     5     5      6 bits

[  op  |  rs |  rt |  rd |shamt| funct]  R-type

[  op  |  rs |  rt | address/immediate]  I-type

[  op  |        target address        ]  J-type

rs, rt, and rd indicate register operands; shamt gives a shift amount; and the address or immediate fields contain an
operand directly.
For example adding the registers 1 and 2 and placing the result in register 6 is encoded:

[  op  |  rs |  rt |  rd |shamt| funct]

    0     1     2     6     0     32     decimal

 000000 00001 00010 00110 00000 100000   binary

Load a value into register 8, taken from the memory cell 68 cells after the location listed in register 3:

[  op  |  rs |  rt | address/immediate]

   35     3     8           68           decimal

 100011 00011 01000 00000 00001 000100   binary

Jumping to the address 1024:

[  op  |        target address        ]

    2                 1024               decimal
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 000010 00000 00000 00000 10000 000000   binary

Relationship to microcode
In some computer architectures, the machine code is implemented by a more fundamental underlying layer of
programs called microprograms, providing a common machine language interface across a line or family of different
models of computer with widely different underlying dataflows. This is done to facilitate porting of machine
language programs between different models. An example of this use is the IBM System/360 family of computers
and their successors. With dataflow path widths of 8 bits to 64 bits and beyond, they nevertheless present a common
architecture at the machine language level across the entire line.
Using a microcode layer to implement an emulator enables the computer to present the architecture of an entirely
different computer. The System/360 line used this to allow porting programs from earlier IBM machines to the new
family of computers, e.g. an IBM 1401/1440/1460 emulator on the IBM S/360 model 40.

Relationship to bytecode
Machine code should not be confused with so-called "bytecode" (or the older term p-code), which is either executed
by an interpreter or itself compiled into machine code for faster (direct) execution. Machine code and assembly code
is sometimes called native code when referring to platform-dependent parts of language features or libraries.

Storing in memory
The Harvard architecture is a computer architecture with physically separate storage and signal pathways for the
code (instructions) and data. Today, most processors implement such separate signal pathways for performance
reasons but actually implement a Modified Harvard architecture,Wikipedia:Citation needed so they can support tasks
like loading an executable program from disk storage as data and then executing it. Harvard architecture is
contrasted to the Von Neumann architecture, where data and code are stored in the same memory.
From the point of view of a process, the code space is the part of its address space where the code in execution is
stored. In multitasking systems this comprises the program's code segment and usually shared libraries. In
multi-threading environment, different threads of one process share code space along with data space, which reduces
the overhead of context switching considerably as compared to process switching.

Readability by humans
It has been said that machine code is so unreadable that the United States Copyright Office cannot identify whether a
particular encoded program is an original work of authorship; however, the US Copyright Office does allow for
copyright registration of computer programs. Hofstadter compares machine code with the genetic code: "Looking at
a program written in machine language is vaguely comparable to looking at a DNA molecule atom by atom." (Note:
first and third sources are from the early 1980s, and may be out of date.)
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Notes and references
[1] Such as many versions of BASIC, especially early ones, as well as Smalltalk, MATLAB, Perl, Python, Ruby and other special purpose or

scripting languages.
[2] Immediate operands (http:/ / programmedlessons. org/ AssemblyTutorial/ Chapter-11/ ass11_2. html)

Further reading
• Hennessy, John L.; Patterson, David A.. Computer Organization and Design. The Hardware/Software Interface.

Morgan Kaufmann Publishers. ISBN 1-55860-281-X.
• Tanenbaum, Andrew S.. Structured Computer Organization. Prentice Hall. ISBN 0-13-020435-8.
• Brookshear, J. Glenn. Computer Science: An Overview. Addison Wesley. ISBN 0-321-38701-5.

Source code
For the 2011 film, see Source Code.
Not to be confused with source coding.

An illustration of Java source code with prologue comments indicated in red, inline
comments indicated in green, and program statements indicated in blue

In computing, source code is any collection
of computer instructions (possibly with
comments) written using some
human-readable computer language, usually
as text. The source code of a program is
specially designed to facilitate the work of
computer programmers, who specify the
actions to be performed by a computer
mostly by writing source code. The source
code is often transformed by a compiler
program into low-level machine code
understood by the computer. The machine
code might then be stored for execution at a
later time. Alternatively, an interpreter can
be used to analyze and perform the
outcomes of the source code program
directly on the fly.

Most computer applications are distributed
in a form that includes executable files, but
not their source code. If the source code were included, it would be useful to a user, programmer, or system
administrator, who may wish to modify the program or understand how it works.

Aside from its machine-readable forms, source code also appears in books and other media; often in the form of
small code snippets, but occasionally complete code bases; a well-known case is the source code of PGP.
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Definitions
The notion of source code may also be taken more broadly, to include machine code and notations in graphical
languages, neither of which are textual in nature. An example from an article presented on the annual IEEE
conference on Source Code Analysis and Manipulation:[1]

For the purpose of clarity ‘source code’ is taken to mean any fully executable description of a software
system. It is therefore so construed as to include machine code, very high level languages and
executable graphical representations of systems.[2]

Organization
The source code which constitutes a program is usually held in one or more text files stored on a computer's hard
disk; usually these files are carefully arranged into a directory tree, known as a source tree. Source code can also be
stored in a database (as is common for stored procedures) or elsewhere.
The source code for a particular piece of software may be contained in a single file or many files. Though the
practice is uncommon, a program's source code can be written in different programming languages.[3] For example, a
program written primarily in the C programming language, might have portions written in assembly language for
optimization purposes. It is also possible for some components of a piece of software to be written and compiled
separately, in an arbitrary programming language, and later integrated into the software using a technique called
library linking. This is the case in some languages, such as Java: each class is compiled separately into a file and
linked by the interpreter at runtime.
Yet another method is to make the main program an interpreter for a programming languageWikipedia:Citation
needed, either designed specifically for the application in question or general-purpose, and then write the bulk of the
actual user functionality as macros or other forms of add-ins in this language, an approach taken for example by the
GNU Emacs text editor.
The code base of a computer programming project is the larger collection of all the source code of all the computer
programs which make up the project. It has become common practice to maintain code bases in version control
systems. Moderately complex software customarily requires the compilation or assembly of several, sometimes
dozens or even hundreds, of different source code files. In these cases, instructions for compilations, such as a
Makefile, are included with the source code. These describe the relationships among the source code files, and
contain information about how they are to be compiled.
The revision control system is another tool frequently used by developers for source code maintenance.

Purposes
Source code is primarily used as input to the process that produces an executable program (i.e., it is compiled or
interpreted). It is also used as a method of communicating algorithms between people (e.g., code snippets in
books).[4]

Programmers often find it helpful to review existing source code to learn about programming techniques. The
sharing of source code between developers is frequently cited as a contributing factor to the maturation of their
programming skills. Some people consider source code an expressive artistic medium.[5]

Porting software to other computer platforms is usually prohibitively difficult without source code. Without the
source code for a particular piece of software, portability is generally computationally expensive.Wikipedia:Citation
needed Possible porting options include binary translation and emulation of the original platform.
Decompilation of an executable program can be used to generate source code, either in assembly code or in a
high-level language.
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Programmers frequently adapt source code from one piece of software to use in other projects, a concept known as
software reusability.

Licensing
Main article: Software license
Software, and its accompanying source code, typically falls within one of two licensing paradigms: open source and
proprietary software.
Generally speaking, software is open source if the source code is free to use, distribute, modify and study, and
proprietary if the source code is kept secret, or is privately owned and restricted. The first software license to be
published and to explicitly grant these freedoms was the GNU General Public License in 1989. The GNU GPL was
originally intended to be used with the GNU operating system.
For proprietary software, the provisions of the various copyright laws, trade secrecy and patents are used to keep the
source code closed. Additionally, many pieces of retail software come with an end-user license agreement (EULA)
which typically prohibits decompilation, reverse engineering, analysis, modification, or circumventing of copy
protection. Types of source code protection – beyond traditional compilation to object code – include code
encryption, code obfuscation or code morphing.

Legal issues in the United States
In a 2003 court case in the United States, it was ruled that source code should be considered a constitutionally
protected form of free speech. Proponents of free speech argued that because source code conveys information to
programmers, is written in a language, and can be used to share humour and other artistic pursuits, it is a protected
form of communication.
One of the first court cases regarding the nature of source code as free speech involved University of California
mathematics professor Dan Bernstein, who had published on the Internet the source code for an encryption program
that he created. At the time, encryption algorithms were classified as munitions by the United States government;
exporting encryption to other countries was considered an issue of national security, and had to be approved by the
State Department. The Electronic Frontier Foundation sued the U.S. government on Bernstein's behalf; the court
ruled that source code was free speech, protected by the First Amendment.

Quality
Main article: Software quality
The way a program is written can have important consequences for its maintainers. Coding conventions, which stress
readability and some language-specific conventions, are aimed at the maintenance of the software source code,
which involves debugging and updating. Other priorities, such as the speed of the program's execution, or the ability
to compile the program for multiple architectures, often make code readability a less important consideration, since
code quality generally depends on its purpose.
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Command
"System command" redirects here. It is not to be confused with system call.
For other uses, see Command#Computing.
In computing, a command is a directive to a computer program acting as an interpreter of some kind, in order to
perform a specific task. Most commonly a command is a directive to some kind of command-line interface, such as a
shell.
Specifically, the term command is used in imperative computer languages. These languages are called this, because
statements in these languages are usually written in a manner similar to the imperative mood used in many natural
languages. If one views a statement in an imperative language as being like a sentence in a natural language, then a
command is generally like a verb in such a language.
Many programs allow specially formatted arguments, known as flags or options, which modify the default behaviour
of the command, while further arguments describe what the command acts on. Comparing to a natural language: the
flags are adverbs, whilst the other arguments are objects.

Examples
Here are some commands given to a command-line interpreter (Unix shell).
The following command changes the user's place in the directory tree from their current position to the directory
/home/pete. cd is the command and /home/pete is the argument:

 cd /home/pete

The following command prints the text Hello World out to the standard output stream, which, in this case, will
just print the text out on the screen. echo is the command and "Hello World" is the argument. The quotes are
used to prevent Hello and World being treated as separate arguments:

 echo "Hello World"
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The following commands are equivalent. They list files in the directory /bin. ls is the command, /bin is the
argument and there are three flags: -l, -t and -r:

 ls -l -t -r  /lvl 100

 ls -ltr  /bin

The following command displays the contents of the files ch1.txt and ch2.txt. cat is the command and
ch1.txt and ch2.txt are both arguments.

 cat ch1.txt ch2.txt

The following command lists all the contents of the current directory. dir is the command and "A" is a flag. There
is no argument. Here are some commands given to a different command-line interpreter (the DOS, OS/2 and
Microsoft Windows command prompt). Notice that the flags are identified differently but that the concepts are the
same:

 dir /A

The following command displays the contents of the file readme.txt. type is the command. "readme.txt" is the
argument. "P" is a parameter...

 type /P readme.txt

External links
• command [1] from FOLDOC
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Execution

Program
execution
General topics

•• Runtime system
•• Runtime library
•• Executable
•• Interpreter
•• Virtual machine

Specific runtimes

•• crt0
•• Java virtual machine

•• v
•• t
• e [1]

Execution in computer and software engineering is the process by which a computer or a virtual machine performs
the instructions of a computer program. The instructions in the program trigger sequences of simple actions on the
executing machine. Those actions produce effects according to the semantics of the instructions in the program.
Programs for a computer may execute in a batch process without human interaction, or a user may type commands in
an interactive session of an interpreter. In this case the "commands" are simply programs, whose execution is
chained together.
The term run is used almost synonymously. A related meaning of both "to run" and "to execute" refers to the
specific action of a user starting (or launching or invoking) a program, as in "Please run the ... application."

Context of execution
The context in which execution takes place is crucial. Very few programs execute on a bare machine. Programs
usually contain implicit and explicit assumptions about resources available at the time of execution. Most programs
execute with the support of an operating system and run-time libraries specific to the source language that provide
crucial services not supplied directly by the computer itself. This supportive environment, for instance, usually
decouples a program from direct manipulation of the computer peripherals, providing more general, abstract services
instead.

Interpreter
A system that executes a program is called an interpreter of the program. Loosely speaking, an interpreter actually 
does what the program says to do. This contrasts with a language translator that converts a program from one 
language to another. The most common language translators are compilers. Translators typically convert their source 
from a high-level, human readable language into a lower-level language (sometimes as low as native machine code) 
that is simpler and faster for the processor to directly execute. The ideal is that the ratio of executions to translations 
of a program will be large; that is, a program need only be compiled once and can be run any number of times. This 
can provide a large benefit for translation versus direct interpretation of the source language. One trade-off is that 
development time is increased, because of the compilation. In some cases, only the changed files must be 
recompiled. Then the executable needs to be relinked. For some changes, the executable must be rebuilt from 
scratch. As computers and compilers become faster, this fact becomes less of an obstacle. Also, the speed of the end
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product is typically more important to the user than the development time.
Translators usually produce an abstract result that is not completely ready to execute. Frequently, the operating
system will convert the translator's object code into the final executable form just before execution of the program
begins. This usually involves modifying the code to bind it to real hardware addresses and establishing address links
between the program and support code in libraries. In some cases this code is further transformed the first time it is
executed, for instance by just-in-time compilers, into a more efficient form that persists for some period, usually at
least during the current execution run.
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Theory

Programming language theory

The lowercase Greek letter λ (lambda) is an unofficial symbol of the
field of programming language theory. This usage derives from the

lambda calculus, a computational model introduced by Alonzo
Church in the 1930s and widely used by programming language
researchers. It graces the cover of the classic text Structure and

Interpretation of Computer Programs, and the title of the so-called
Lambda Papers, written by Gerald Jay Sussman and Guy Steele, the

developers of the Scheme programming language.

Programming language theory (PLT) is a branch of
computer science that deals with the design,
implementation, analysis, characterization, and
classification of programming languages and their
individual features. It falls within the discipline of
computer science, both depending on and affecting
mathematics, software engineering and linguistics. It is
a well-recognized branch of computer science, and an
active research area, with results published in numerous
journals dedicated to PLT, as well as in general
computer science and engineering publications.

History

In some ways, the history of programming language
theory predates even the development of programming
languages themselves. The lambda calculus, developed
by Alonzo Church and Stephen Cole Kleene in the
1930s, is considered by some to be the world's first
programming language, even though it was intended to
model computation rather than being a means for
programmers to describe algorithms to a computer
system. Many modern functional programming
languages have been described as providing a "thin veneer" over the lambda calculus,[1] and many are easily
described in terms of it.

The first programming language to be proposed was Plankalkül, which was designed by Konrad Zuse in the 1940s,
but not publicly known until 1972 (and not implemented until 1998). The first widely known and successful
programming language was Fortran, developed from 1954 to 1957 by a team of IBM researchers led by John
Backus. The success of FORTRAN led to the formation of a committee of scientists to develop a "universal"
computer language; the result of their effort was ALGOL 58. Separately, John McCarthy of MIT developed the Lisp
programming language (based on the lambda calculus), the first language with origins in academia to be successful.
With the success of these initial efforts, programming languages became an active topic of research in the 1960s and
beyond.

Some other key events in the history of programming language theory since then:

1950s

• Noam Chomsky developed the Chomsky hierarchy in the field of linguistics; a discovery which has directly
impacted programming language theory and other branches of computer science.
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1960s
• The Simula language was developed by Ole-Johan Dahl and Kristen Nygaard; it is widely considered to be the

first example of an object-oriented programming language; Simula also introduced the concept of coroutines.
• In 1964, Peter Landin is the first to realize Church's lambda calculus can be used to model programming

languages. He introduces the SECD machine which "interprets" lambda expressions.
• In 1965, Landin introduces the J operator, essentially a form of continuation.
• In 1966, Landin introduces ISWIM, an abstract computer programming language in his article The Next 700

Programming Languages. It is influential in the design of languages leading to the Haskell programming
language.

• In 1966, Corrado Böhm introduced the programming language CUCH (Curry-Church).[2]

• In 1967, Christopher Strachey publishes his influential set of lecture notes Fundamental Concepts in
Programming Languages, introducing the terminology R-values, L-values, parametric polymorphism, and ad hoc
polymorphism.

• In 1969, J. Roger Hindley publishes The Principal Type-Scheme of an Object in Combinatory Logic, later
generalized into the Hindley–Milner type inference algorithm.

• In 1969, Tony Hoare introduces the Hoare logic, a form of axiomatic semantics.
• In 1969, William Alvin Howard observed that a "high-level" proof system, referred to as natural deduction, can

be directly interpreted in its intuitionistic version as a typed variant of the model of computation known as lambda
calculus. This became known as the Curry–Howard correspondence.

1970s
• In 1970, Dana Scott first publishes his work on denotational semantics.
• In 1972, Logic programming and Prolog were developed thus allowing computer programs to be expressed as

mathematical logic.
• In 1974, John C. Reynolds discovers System F. It had already been discovered in 1971 by the mathematical

logician Jean-Yves Girard.
• From 1975, Sussman and Steele develop the Scheme programming language, a Lisp dialect incorporating lexical

scoping, a unified namespace, and elements from the Actor model including first-class continuations.
• Backus, at the 1977 ACM Turing Award lecture, assailed the current state of industrial languages and proposed a

new class of programming languages now known as function-level programming languages.
• In 1977, Gordon Plotkin introduces Programming Computable Functions, an abstract typed functional language.
• In 1978, Robin Milner introduces the Hindley–Milner type inference algorithm for the ML programming

language. Type theory became applied as a discipline to programming languages, this application has led to
tremendous advances in type theory over the years.

1980s
• In 1981, Gordon Plotkin publishes his paper on structured operational semantics.
• In 1988, Gilles Kahn published his paper on natural semantics.
• A team of scientists at Xerox PARC led by Alan Kay develop Smalltalk, an object-oriented language widely

known for its innovative development environment.
• There emerged process calculi, such as the Calculus of Communicating Systems of Robin Milner, and the

Communicating sequential processes model of C. A. R. Hoare, as well as similar models of concurrency such as
the Actor model of Carl Hewitt.

• In 1985, The release of Miranda sparks an academic interest in lazy-evaluated pure functional programming
languages. A committee was formed to define an open standard resulting in the release of the Haskell 1.0 standard
in 1990.
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• Bertrand Meyer created the methodology Design by contract and incorporated it into the Eiffel programming
language.

1990s
• Gregor Kiczales, Jim Des Rivieres and Daniel G. Bobrow published the book The Art of the Metaobject Protocol.
• Eugenio Moggi and Philip Wadler introduced the use of monads for structuring programs written in functional

programming languages.

Sub-disciplines and related fields
There are several fields of study which either lie within programming language theory, or which have a profound
influence on it; many of these have considerable overlap. In addition, PLT makes use of many other branches of
mathematics, including computability theory, category theory, and set theory.

Formal semantics
Main article: Formal semantics of programming languages
Formal semantics is the formal specification of the behaviour of computer programs and programming languages.
Three common approaches to describe the semantics or "meaning" of a computer program are denotational
semantics, operational semantics and axiomatic semantics.

Type theory
Main article: type theory
Type theory is the study of type systems; which are "a tractable syntactic method for proving the absence of certain
program behaviors by classifying phrases according to the kinds of values they compute".[3] Many programming
languages are distinguished by the characteristics of their type systems.

Program analysis and transformation
Main articles: Program analysis and Program transformation
Program analysis is the general problem of examining a program and determining key characteristics (such as the
absence of classes of program errors). Program transformation is the process of transforming a program in one form
(language) to another form.

Comparative programming language analysis
Comparative programming language analysis seeks to classify programming languages into different types based on
their characteristics; broad categories of programming languages are often known as programming paradigms.
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Generic and metaprogramming
Metaprogramming is the generation of higher-order programs which, when executed, produce programs (possibly in
a different language, or in a subset of the original language) as a result.

Domain-specific languages
Domain-specific languages are languages constructed to efficiently solve problems in a particular problem domain.

Compiler construction
Main article: Compiler construction
Compiler theory is the theory of writing compilers (or more generally, translators); programs which translate a
program written in one language into another form. The actions of a compiler are traditionally broken up into syntax
analysis (scanning and parsing), semantic analysis (determining what a program should do), optimization (improving
the performance of a program as indicated by some metric; typically execution speed) and code generation
(generation and output of an equivalent program in some target language; often the instruction set of a CPU).

Run-time systems
Runtime systems refers to the development of programming language runtime environments and their components,
including virtual machines, garbage collection, and foreign function interfaces.

Journals, publications, and conferences
Conferences are the primary venue for presenting research in programming languages. The most well known
conferences include the Symposium on Principles of Programming Languages (POPL), Conference on Programming
Language Design and Implementation (PLDI), the International Conference on Functional Programming (ICFP), and
the International Conference on Object Oriented Programming, Systems, Languages and Applications (OOPSLA).
Notable journals that publish PLT research include the ACM Transactions on Programming Languages and Systems
(TOPLAS), Journal of Functional Programming (JFP), Journal of Functional and Logic Programming, and
Higher-Order and Symbolic Computation.
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Type system
This article is about type systems from the point-of-view of computer programming. For a theoretical formulation,
see type theory.

Type systems
•• Type safety
•• Dynamic type-checking
•• Static type-checking
• Inferred vs. Manifest
• Nominal vs. Structural
•• Dependent typing
•• Duck typing
•• Latent typing
•• Substructural typing
•• Uniqueness typing
•• Strong and weak typing

•• v
•• t
• e [1]

In programming languages, a type system is a collection of rules that assign a property called a type to the various 
constructs—such as variables, expressions, functions or modules—a computer program is composed of.[2] The main 
purpose of a type system is to reduce bugs in computer programs[3] by defining interfaces between different parts of 
a computer program, and then checking that the parts have been connected in a consistent way. This checking can
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happen statically (at compile time), dynamically (at run time), or it can happen as a combination of static and
dynamic checking. Type systems have other purposes as well, such as enabling certain compiler optimizations,
allowing for multiple dispatch, providing a form of documentation, etc.
An example of a simple type system is that of the C language. The portions of a C program are the function
definitions. One function is invoked by another function. The interface of a function states the name of the function
and a list of values that are passed to the function's code. The code of an invoking function states the name of the
invoked, along with the names of variables that hold values to pass to it. During execution, the values are placed into
temporary storage, then execution jumps to the code of the invoked function. The invoked function's code accesses
the values and makes use of them. If the instructions inside the function are written with the assumption of receiving
an integer value, but the calling code passed a floating-point value, then the wrong result will be computed by the
invoked function. The C compiler checks the type declared for each variable sent, against the type declared for each
variable in the interface of the invoked function. If the types do not match, the compiler throws a compile-time error.
In greater technical depth, a type-system associates a type with each computed value. By examining the flow of these
values, a type system attempts to ensure or prove that no type errors can occur. The particular type system in
question determines exactly what constitutes a type error, but in general the aim is to prevent operations expecting a
certain kind of value from being used with values for which that operation does not make sense (logic errors);
memory errors will also be prevented. Type systems are often specified as part of programming languages, and built
into the interpreters and compilers for them; although the type system of a language can be extended by optional
tools that perform additional kinds of checks using the language's original type syntax and grammar.
A compiler may also use the static type of a value to optimize the storage it needs and the choice of algorithms for
operations on the value. In many C compilers the float data type, for example, is represented in 32 bits, in accord
with the IEEE specification for single-precision floating point numbers. They will thus use floating-point-specific
microprocessor operations on those values (floating-point addition, multiplication, etc.).
The depth of type constraints and the manner of their evaluation affect the typing of the language. A programming
language may further associate an operation with varying concrete algorithms on each type in the case of type
polymorphism. Type theory is the study of type systems, although the concrete type systems of programming
languages originate from practical issues of computer architecture, compiler implementation, and language design.

Fundamentals
Formally, type theory studies type systems. A programming language must have occurrence to type check using the
type system whether at compiler time or runtime, manually annotated or automatically inferred. As Mark Manasse
concisely put it:[4]

The fundamental problem addressed by a type theory is to ensure that programs have meaning. The
fundamental problem caused by a type theory is that meaningful programs may not have meanings
ascribed to them. The quest for richer type systems results from this tension.

Assigning a data type, what is called typing, gives meaning to a sequences of bits such as a value in memory or some
object such as a variable. The hardware of a general purpose computer is unable to discriminate between for example
a memory address and an instruction code, or between a character, an integer, or a floating-point number, because it
makes no intrinsic distinction between any of the possible values that a sequence of bits might mean. Associating a
sequence of bits with a type conveys that meaning to the programmable hardware to form a symbolic system
composed of that hardware and some program.
A program associates each value with at least one particular type, but it also can occur that one value is associated
with many subtypes. Other entities, such as objects, modules, communication channels, dependencies can become
associated with a type. Even a type can become associated with a type. An implementation of some type system
could in theory associate some identifications named this way:
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• data type – a type of a value
• class – a type of an object
• kind (type theory) – a type of a type, or metatype
These are the kinds of abstractions typing can go through on a hierarchy of levels contained in a system.
When a programming language evolves a more elaborate type system, it gains a more finely-grained rule set than
basic type checking, but this comes at a price when the type inferences (and other properties) become undecidable,
and when more attention must be paid by the programmer to annotate code or to consider computer-related
operations and functioning. It is challenging to find a sufficiently expressive type system that satisfies all
programming practices in a type safe manner.
The more type restrictions that are imposed by the compiler, the more strongly typed a programming language is.
Strongly typed languages often require the programmer to make explicit conversions in contexts where an implicit
conversion would cause no harm. Pascal's type system has been described as "too strong" because, for example, the
size of an array or string is part of its type, making some programming tasks difficult.[5][6] Haskell is also strongly
typed but its types are automatically inferred so that explicit conversions are unnecessary.
A programming language compiler can also implement a dependent type or an effect system, which enables even
more program specifications to be verified by a type checker. Beyond simple value-type pairs, a virtual "region" of
code is associated with an "effect" component describing what is being done with what, and enabling for example to
"throw" an error report. Thus the symbolic system may be a type and effect system, which endows it with more safety
checking than type checking alone.
Whether automated by the compiler or specified by a programmer, a type system makes program behavior illegal
that is outside the type-system rules. Advantages provided by programmer-specified type systems include:
• Abstraction (or modularity) – Types enable programmers to think at a higher level than the bit or byte, not

bothering with low-level implementation. For example, programmers can begin to think of a string as a collection
of character values instead of as a mere array of bytes. Higher still, types enable programmers to think about and
express interfaces between two of any-sized subsystems. This enables more levels of localization so that the
definitions required for interoperability of the subsystems remain consistent when those two subsystems
communicate.

• Documentation – In more expressive type systems, types can serve as a form of documentation clarifying the
intent of the programmer. For instance, if a programmer declares a function as returning a timestamp type, this
documents the function when the timestamp type can be explicitly declared deeper in the code to be integer type.

Advantages provided by compiler-specified type systems include:
• Optimization – Static type-checking may provide useful compile-time information. For example, if a type requires

that a value must align in memory at a multiple of four bytes, the compiler may be able to use more efficient
machine instructions.

• Safety – A type system enables the compiler to detect meaningless or probably invalid code. For example, we can
identify an expression 3 / "Hello, World" as invalid, when the rules do not specify how to divide an
integer by a string. Strong typing offers more safety, but cannot guarantee complete type safety.

Type safety contributes to program correctness, but can only guarantee correctness at the expense of making the type
checking itself an undecidable problem. In a type system with automated type checking a program may prove to run
incorrectly yet be safely typed, and produce no compiler errors. Division by zero is an unsafe and incorrect
operation, but a type checker running only at compile time doesn't scan for division by zero in most programming
languages, and then it is left as a runtime error. To prove the absence of these more-general-than-types defects, other
kinds of formal methods, collectively known as program analyses, are in common use. In addition software testing is
an empirical method for finding errors that the type checker cannot detect.
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Type checking
The process of verifying and enforcing the constraints of types – type checking – may occur either at compile-time
(a static check) or run-time (a dynamic check). If a language specification requires its typing rules strongly (i.e.,
more or less allowing only those automatic type conversions that do not lose information), one can refer to the
process as strongly typed, if not, as weakly typed. The terms are not usually used in a strict sense.

Static type-checking
Static type-checking is the process of verifying the type safety of a program based on analysis of a program's text
(source code). If a program passes a static type-checker, then the program is guaranteed to satisfy some set of
type-safety properties for all possible inputs.
Because static type-checking operates on a program's text, it allows many bugs to be caught early in the development
cycle.
Static type-checking can be thought of as a limited form of program verification (see type safety). In a type-safe
language, static type-checking can also be thought of as an optimization. If a compiler can prove that a program is
well-typed, then it does not need to emit dynamic safety checks, allowing the resulting compiled binary to run faster.
Static type-checking for Turing-complete languages is inherently conservative. That is, if a type system is both
sound (meaning that it rejects all incorrect programs) and decidable (meaning that it is possible to write an algorithm
which determines whether a program is well-typed), then it will always be possible to define a program which is
well-typed but which does not satisfy the type-checker. For example, consider a program containing the code:
if <complex test> then <do something> else <generate type error>

Even if the expression <complex test> always evaluates to true at run-time, most type-checkers will reject
the program as ill-typed, because it is difficult (if not impossible) for a static analyzer to determine that the else
branch will not be taken.[7] Conversely, a static type-checker will quickly detect type errors in rarely-used code
paths. Without static type checking, even code coverage tests with 100% coverage may be unable to find such type
errors. The tests may fail to detect such type errors, because the combination of all places where values are created
and all places where a certain value is used must be taken into account.
A number of useful and common programming language features cannot be checked statically, such as downcasting.
Therefore, many languages will have both static and dynamic type-checking; the static type-checker verifies what it
can, and dynamic checks verify the rest.
Many languages with static type-checking provide a way to bypass the type checker. Some languages allow
programmers to choose between static and dynamic type safety. For example, C# distinguishes between
"statically-typed" and "dynamically-typed" variables; uses of the former are checked statically, while uses of the
latter are checked dynamically. Other languages allow users to write code which is not type-safe. For example, in C,
programmers can freely cast a value between any two types which have the same size.
For a list of languages with static type-checking, see the category for statically typed languages.
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Dynamic type-checking and runtime type information
Dynamic type-checking is the process of verifying the type safety of a program at runtime. Implementations of
dynamically type-checked languages generally associate each runtime object with a "type tag" (i.e., a reference to a
type) containing its type information. This runtime type information (RTTI) can also be used to implement dynamic
dispatch, late binding, downcasting, reflection, and similar features.
Most type-safe languages include some form of dynamic type-checking, even if they also have a static type checker.
The reason for this is that many useful features or properties are difficult or impossible to verify statically. For
example, suppose that a program defines two types, A and B, where B is a subtype of A. If the program tries to
convert a value of type A to type B, then the operation is legal only if the value being converted is actually a value of
type B. Therefore, a dynamic check is needed to verify that the operation is safe.
By definition, dynamic type-checking may cause a program to fail at runtime. In some programming languages, it is
possible to anticipate and recover from these failures. In others, type-checking errors are considered fatal.
Programming languages which include dynamic type-checking but not static type-checking are often called
"dynamically-typed programming languages". For a list of such languages, see the category for dynamically typed
programming languages.

Combining static and dynamic type-checking
The presence of static type-checking in a programming language does not necessarily imply the absence of dynamic
type-checking. For example, Java and some other ostensibly statically typed languages support downcasting types to
their subtypes, querying an object to discover its dynamic type and other type operations that depend on runtime type
information. More generally, most programming languages include mechanisms for dispatching over different 'kinds'
of data, such as disjoint unions, subtype polymorphism, and variant types. Even when not interacting with type
annotations or type checking, such mechanisms are materially similar to dynamic typing implementations. See
programming language for more discussion of the interactions between static and dynamic typing.
Objects in object oriented languages are usually accessed by a reference whose static target type (or manifest type) is
equal to either the object's run-time type (its latent type) or a supertype thereof. This is conformant with the Liskov
substitution principle that states that all operations performed on an instance of a given type can also be performed
on an instance of a subtype. This concept is also known as subsumption. In some languages subtypes may also
possess covariant or contravariant return types and argument types respectively.
Certain languages, for example Clojure, Common Lisp, or Cython, are dynamically type-checked by default, but
allow programs to opt into static type-checking by providing optional annotations. One reason to use such hints
would be to optimize the performance of critical sections of a program.
As of version 4.0, the C# language provides a way to indicate that a variable should not be statically type-checked. A
variable whose type is dynamic will not be subject to static type-checking. Instead, the program relies on runtime
type information to determine how the variable may be used.

Static and dynamic type checking in practice
The choice between static and dynamic typing requires trade-offs.
Static typing can find type errors reliably at compile time. This should increase the reliability of the delivered 
program. However, programmers disagree over how commonly type errors occur, and thus disagree over the 
proportion of those bugs that are coded that would be caught by appropriately representing the designed types in 
code. Static typing advocates believe programs are more reliable when they have been well type-checked, while 
dynamic typing advocates point to distributed code that has proven reliable and to small bug databases. The value of 
static typing, then, presumably increases as the strength of the type system is increased. Advocates of dependently 
typed languages such as Dependent ML and Epigram have suggested that almost all bugs can be considered type
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errors, if the types used in a program are properly declared by the programmer or correctly inferred by the compiler.
Static typing usually results in compiled code that executes more quickly. When the compiler knows the exact data
types that are in use, it can produce optimized machine code. Further, compilers for statically typed languages can
find assembler shortcuts more easily. Some dynamically typed languages such as Common Lisp allow optional type
declarations for optimization for this very reason. Static typing makes this pervasive. See optimization.
By contrast, dynamic typing may allow compilers to run more quickly and allow interpreters to dynamically load
new code, since changes to source code in dynamically typed languages may result in less checking to perform and
less code to revisit. This too may reduce the edit-compile-test-debug cycle.
Statically typed languages that lack type inference (such as C and Java) require that programmers declare the types
they intend a method or function to use. This can serve as additional documentation for the program, which the
compiler will not permit the programmer to ignore or permit to drift out of synchronization. However, a language
can be statically typed without requiring type declarations (examples include Haskell, Scala, OCaml, F# and to a
lesser extent C#), so explicit type declaration is not a necessary requirement for static typing in all languages.
Dynamic typing allows constructs that some static type checking would reject as illegal. For example, eval functions,
which execute arbitrary data as code, become possible. An eval function is possible with static typing, but requires
advanced uses of algebraic data types. Furthermore, dynamic typing better accommodates transitional code and
prototyping, such as allowing a placeholder data structure (mock object) to be transparently used in place of a
full-fledged data structure (usually for the purposes of experimentation and testing).
Dynamic typing typically allows duck typing (which enables easier code reuse). Many languages with static typing
also feature duck typing or other mechanisms like generic programming which also enables easier code reuse.
Dynamic typing typically makes metaprogramming easier to use. For example, C++ templates are typically more
cumbersome to write than the equivalent Ruby or Python code. More advanced run-time constructs such as
metaclasses and introspection are often more difficult to use in statically typed languages. In some languages, such
features may also be used e.g. to generate new types and behaviors on the fly, based on run-time data. Such
advanced constructs are often provided by dynamic programming languages; many of these are dynamically typed,
although dynamic typing need not be related to dynamic programming languages.

"Strong" and "weak" type systems
Main article: Strong and weak typing
Languages are often colloquially referred to as "strongly typed" or "weakly typed". In fact, there is no universally
accepted definition of what these terms mean. In general, there are more precise terms to represent the differences
between type systems that lead people to call them "strong" or "weak".

Type safety and memory safety
Main article: Type safety
A third way of categorizing the type system of a programming language uses the safety of typed operations and
conversions. Computer scientists consider a language "type-safe" if it does not allow operations or conversions that
violate the rules of the type system.
Some observers use the term memory-safe language (or just safe language) to describe languages that do not allow
programs to access memory that has not been assigned for their use. For example, a memory-safe language will
check array bounds, or else statically guarantee (i.e., at compile time before execution) that array accesses out of the
array boundaries will cause compile-time and perhaps runtime errors.
Consider the following program of a language that is both type-safe and memory-safe:[8]
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var x := 5;     

var y := "37";  

var z := x + y; 

In this example, the variable z will have the value 42. While this may not be what the programmer anticipated, it is
a well-defined result. If y was a different string, one that could not be converted to a number (e.g. "Hello World"),
the result would be well-defined as well. Note that a program can be type-safe or memory-safe and still crash on an
invalid operation; in fact, if a program encounters an operation which is not type-safe, terminating the program is
often the only option.
Now consider a similar example in C:

int x = 5;

char y[] = "37";

char* z = x + y;

In this example z will point to a memory address five characters beyond y , equivalent to three characters after the
terminating zero character of the string pointed to by y . This is memory that the program is not expected to access.
It may contain garbage data, and it certainly doesn't contain anything useful. As this example shows, C is neither a
memory-safe nor a type-safe language.
In general, type-safety and memory-safety go hand in hand. For example, a language which supports pointer
arithmetic and number-to-pointer conversions (like C) is neither memory-safe nor type-safe, since it allows arbitrary
memory to be accessed as if it were valid memory of any type.
For more information, see memory safety.

Variable levels of type checking
Some languages allow different levels of checking to apply to different regions of code. Examples include:-
• The use strict directive in javascript[9][10][11] and Perl applies stronger checking.
• The @ operator in PHP suppresses some error messages.
• The Option Strict On in VB.NET allows the compiler to require a conversion between objects.
Additional tools such as lint and IBM Rational Purify can also be used to achieve a higher level of strictness.

Optional type systems
It has been proposed, chiefly by Gilad Bracha, that the choice of type system be made independent of choice of
language; that a type system should be a module that can be "plugged" into a language as required. He believes this
is advantageous, because what he calls mandatory type systems make languages less expressive and code more
fragile.[12] The requirement that types do not affect the semantics of the language is difficult to fulfill; for instance,
class-based inheritance becomes impossible.Wikipedia:Citation needed
Optional typing is related to gradual typing, but still distinct from it.[13]WP:NOTRS

http://en.wikipedia.org/w/index.php?title=Memory_safety
http://en.wikipedia.org/w/index.php?title=Javascript
http://en.wikipedia.org/w/index.php?title=Perl
http://en.wikipedia.org/w/index.php?title=PHP
http://en.wikipedia.org/w/index.php?title=VB.NET
http://en.wikipedia.org/w/index.php?title=Lint_%28software%29
http://en.wikipedia.org/w/index.php?title=IBM_Rational_Purify
http://en.wikipedia.org/w/index.php?title=Gilad_Bracha
http://en.wikipedia.org/wiki/Citation_needed
http://en.wikipedia.org/w/index.php?title=Gradual_typing
http://en.wikipedia.org/w/index.php?title=Wikipedia:NOTRS


Type system 119

Polymorphism and types
Main article: Polymorphism (computer science)
The term "polymorphism" refers to the ability of code (in particular, methods or classes) to act on values of multiple
types, or to the ability of different instances of the same data structure to contain elements of different types. Type
systems that allow polymorphism generally do so in order to improve the potential for code re-use: in a language
with polymorphism, programmers need only implement a data structure such as a list or an associative array once,
rather than once for each type of element with which they plan to use it. For this reason computer scientists
sometimes call the use of certain forms of polymorphism generic programming. The type-theoretic foundations of
polymorphism are closely related to those of abstraction, modularity and (in some cases) subtyping.

Duck typing
Main article: Duck typing
In "duck typing", a statement calling a method m on an object does not rely on the declared type of the object; only
that the object, of whatever type, must supply an implementation of the method called, when called, at run-time.
Duck typing differs from structural typing in that, if the "part" (of the whole module structure) needed for a given
local computation is present at runtime, the duck type system is satisfied in its type identity analysis. On the other
hand, a structural type system would require the analysis of the whole module structure at compile time to determine
type identity or type dependence.
Duck typing differs from a nominative type system in a number of aspects. The most prominent ones are that for
duck typing, type information is determined at runtime (as contrasted to compile time), and the name of the type is
irrelevant to determine type identity or type dependence; only partial structure information is required for that for a
given point in the program execution.
Duck typing uses the premise that (referring to a value) "if it walks like a duck, and quacks like a duck, then it is a
duck" (this is a reference to the duck test that is attributed to James Whitcomb Riley). The term may have been
coined Wikipedia:Citation needed by Alex Martelli in a 2000 message to the comp.lang.python newsgroup (see
Python).
Duck typing has been demonstrated to increase programmer productivity in a controlled
experiment.[14]Wikipedia:Verifiability

Specialized type systems
Many type systems have been created that are specialized for use in certain environments with certain types of data,
or for out-of-band static program analysis. Frequently, these are based on ideas from formal type theory and are only
available as part of prototype research systems.

Dependent types
Dependent types are based on the idea of using scalars or values to more precisely describe the type of some other
value. For example, might be the type of a 3×3 matrix. We can then define typing rules such as the
following rule for matrix multiplication:

where , , are arbitrary positive integer values. A variant of ML called Dependent ML has been created
based on this type system, but because type checking for conventional dependent types is undecidable, not all
programs using them can be type-checked without some kind of limits. Dependent ML limits the sort of equality it
can decide to Presburger arithmetic.
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Other languages such as Epigram make the value of all expressions in the language decidable so that type checking
can be decidable. However, in general proof of decidability is undecidable, so many programs require hand-written
annotations, which may be very non-trivial. As this impedes the development process many language
implementations provide an easy way out in the form of an option to disable this condition. This, however, comes at
the cost of making the type-checker run in an infinite loop when fed programs that don't type-check, causing the
compiler to hang.

Linear types
Linear types, based on the theory of linear logic, and closely related to uniqueness types, are types assigned to values
having the property that they have one and only one reference to them at all times. These are valuable for describing
large immutable values such as files, strings, and so on, because any operation that simultaneously destroys a linear
object and creates a similar object (such as 'str = str + "a"') can be optimized "under the hood" into an
in-place mutation. Normally this is not possible, as such mutations could cause side effects on parts of the program
holding other references to the object, violating referential transparency. They are also used in the prototype
operating system Singularity for interprocess communication, statically ensuring that processes cannot share objects
in shared memory in order to prevent race conditions. The Clean language (a Haskell-like language) uses this type
system in order to gain a lot of speedWikipedia:Verifiability while remaining safe.

Intersection types
Intersection types are types describing values that belong to both of two other given types with overlapping value
sets. For example, in most implementations of C the signed char has range -128 to 127 and the unsigned char has
range 0 to 255, so the intersection type of these two types would have range 0 to 127. Such an intersection type could
be safely passed into functions expecting either signed or unsigned chars, because it is compatible with both types.
Intersection types are useful for describing overloaded function types: For example, if "int → int " is the type of
functions taking an integer argument and returning an integer, and "float → float " is the type of functions
taking a float argument and returning a float, then the intersection of these two types can be used to describe
functions that do one or the other, based on what type of input they are given. Such a function could be passed into
another function expecting an "int → int " function safely; it simply would not use the "float → float "
functionality.
In a subclassing hierarchy, the intersection of a type and an ancestor type (such as its parent) is the most derived
type. The intersection of sibling types is empty.
The Forsythe language includes a general implementation of intersection types. A restricted form is refinement
types.

Union types
Union types are types describing values that belong to either of two types. For example, in C, the signed char has
range -128 to 127, and the unsigned char has range 0 to 255, so the union of these two types would have range -128
to 255. Any function handling this union type would have to deal with integers in this complete range. More
generally, the only valid operations on a union type are operations that are valid on both types being unioned. C's
"union" concept is similar to union types, but is not typesafe, as it permits operations that are valid on either type,
rather than both. Union types are important in program analysis, where they are used to represent symbolic values
whose exact nature (e.g., value or type) is not known.
In a subclassing hierarchy, the union of a type and an ancestor type (such as its parent) is the ancestor type. The
union of sibling types is a subtype of their common ancestor (that is, all operations permitted on their common
ancestor are permitted on the union type, but they may also have other valid operations in common).
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Existential types
Existential types are frequently used in connection with record types to represent modules and abstract data types,
due to their ability to separate implementation from interface. For example, the type "T = ∃X { a: X; f: (X → int); }"
describes a module interface that has a data member named a of type X and a function named f that takes a parameter
of the same type X and returns an integer. This could be implemented in different ways; for example:
• intT = { a: int; f: (int → int); }
• floatT = { a: float; f: (float → int); }
These types are both subtypes of the more general existential type T and correspond to concrete implementation
types, so any value of one of these types is a value of type T. Given a value "t" of type "T", we know that "t.f(t.a)" is
well-typed, regardless of what the abstract type X is. This gives flexibility for choosing types suited to a particular
implementation while clients that use only values of the interface type—the existential type—are isolated from these
choices.
In general it's impossible for the typechecker to infer which existential type a given module belongs to. In the above
example intT { a: int; f: (int → int); } could also have the type ∃X { a: X; f: (int → int); }. The simplest solution is to
annotate every module with its intended type, e.g.:
• intT = { a: int; f: (int → int); } as ∃X { a: X; f: (X → int); }
Although abstract data types and modules had been implemented in programming languages for quite some time, it
wasn't until 1988 that John C. Mitchell and Gordon Plotkin established the formal theory under the slogan: "Abstract
[data] types have existential type".[15] The theory is a second-order typed lambda calculus similar to System F, but
with existential instead of universal quantification.

Explicit or implicit declaration and inference
For more details on this topic, see Type inference.
Many static type systems, such as those of C and Java, require type declarations: The programmer must explicitly
associate each variable with a particular type. Others, such as Haskell's, perform type inference: The compiler draws
conclusions about the types of variables based on how programmers use those variables. For example, given a
function f(x, y) that adds x and y together, the compiler can infer that x and y must be numbers – since
addition is only defined for numbers. Therefore, any call to f elsewhere in the program that specifies a non-numeric
type (such as a string or list) as an argument would signal an error.
Numerical and string constants and expressions in code can and often do imply type in a particular context. For
example, an expression 3.14 might imply a type of floating-point, while [1, 2, 3] might imply a list of
integers – typically an array.
Type inference is in general possible, if it is decidable in the type theory in question. Moreover, even if inference is
undecidable in general for a given type theory, inference is often possible for a large subset of real-world programs.
Haskell's type system, a version of Hindley-Milner, is a restriction of System Fω to so-called rank-1 polymorphic
types, in which type inference is decidable. Most Haskell compilers allow arbitrary-rank polymorphism as an
extension, but this makes type inference undecidable. (Type checking is decidable, however, and rank-1 programs
still have type inference; higher rank polymorphic programs are rejected unless given explicit type annotations.)
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Types of types
Main article: Data type
A type of types is a kind. Kinds appear explicitly in typeful programming, such as a type constructor in the Haskell
language.
Types fall into several broad categories:
• Primitive types – the simplest kind of type; e.g., integer and floating-point number

•• Boolean
• Integral types – types of whole numbers; e.g., integers and natural numbers
• Floating point types – types of numbers in floating-point representation

• Reference types
• Option types

• Nullable types
• Composite types – types composed of basic types; e.g., arrays or records.

Abstract data types
•• Algebraic types
•• Subtype
•• Derived type
• Object types; e.g., type variable
•• Partial type
•• Recursive type
• Function types; e.g., binary functions
• universally quantified types, such as parameterized types
• existentially quantified types, such as modules
• Refinement types – types that identify subsets of other types
• Dependent types – types that depend on terms (values)
• Ownership types – types that describe or constrain the structure of object-oriented systems
•• Pre-defined types provided for convenience in real-world applications, such as date, time and money.

Unified type system
Some languages like C# have a unified type system.[16] This means that all C# types including primitive types inherit
from a single root object. Every type in C# inherits from the Object class. Java has several primitive types that are
not objects. Java provides wrapper object types that exist together with the primitive types so developers can use
either the wrapper object types or the simpler non-object primitive types.

Compatibility: equivalence and subtyping
A type-checker for a statically typed language must verify that the type of any expression is consistent with the type
expected by the context in which that expression appears. For instance, in an assignment statement of the form x
:= e, the inferred type of the expression e must be consistent with the declared or inferred type of the variable x.
This notion of consistency, called compatibility, is specific to each programming language.
If the type of e and the type of x are the same and assignment is allowed for that type, then this is a valid 
expression. In the simplest type systems, therefore, the question of whether two types are compatible reduces to that 
of whether they are equal (or equivalent). Different languages, however, have different criteria for when two type 
expressions are understood to denote the same type. These different equational theories of types vary widely, two 
extreme cases being structural type systems, in which any two types are equivalent that describe values with the
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same structure, and nominative type systems, in which no two syntactically distinct type expressions denote the same
type (i.e., types must have the same "name" in order to be equal).
In languages with subtyping, the compatibility relation is more complex. In particular, if A is a subtype of B, then a
value of type A can be used in a context where one of type B is expected, even if the reverse is not true. Like
equivalence, the subtype relation is defined differently for each programming language, with many variations
possible. The presence of parametric or ad hoc polymorphism in a language may also have implications for type
compatibility.

Programming style
Some programmers prefer statically typed languages; others prefer dynamically typed languages. Statically typed
languages alert programmers to type errors during compilation, and they may perform better at runtime. Advocates
of dynamically typed languages claim they better support rapid prototyping and that type errors are only a small
subset of errors in a program. Likewise, there is often no need to manually declare all types in statically typed
languages with type inference; thus, the need for the programmer to explicitly specify types of variables is
automatically lowered for such languages.
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Strongly typed programming language
In computer programming, programming languages are often colloquially referred to as strongly typed or weakly
typed. In general, these terms do not have a precise definition. Rather, they tend to be used by advocates or critics of
a given programming language, as a means of explaining why a given language is better or worse than alternatives.

History
In 1974, Liskov and Zilles described a strong-typed language as one in which "whenever an object is passed from a
calling function to a called function, its type must be compatible with the type declared in the called function."
Jackson wrote, "In a strongly typed language each data area will have a distinct type and each process will state its
communication requirements in terms of these types."

Definitions of "strong" or "weak"
A number of different language design decisions have been referred to as evidence of "strong" or "weak" typing. In
fact, many of these are more accurately understood as the presence or absence of type safety, memory safety, static
type-checking, or dynamic type-checking.

Implicit type conversions and "type punning"
Some programming languages make it easy to use a value of one type as if it were a value of another type. This is
sometimes described as "weak typing".
For example, Aahz Maruch writes that "Coercion occurs when you have a statically typed language and you use the
syntactic features of the language to force the usage of one type as if it were a different type (consider the common
use of void* in C). Coercion is usually a symptom of weak typing. Conversion, OTOH, creates a brand-new object of
the appropriate type." [1]

As another example, GCC describes this as type-punning and warns that it will break strict aliasing. Thiago Macieira
discusses several problems that can arise when type-punning causes the compiler to make inappropriate
optimizations.[2]
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It is easy to focus on the syntax, but Macieira's argument is really about semantics. There are many examples of
languages which allow implicit conversions, but in a type-safe manner. For example, both C++ and C# allow
programs to define operators to convert a value from one type to another in a semantically meaningful way. When a
C++ compiler encounters such a conversion, it treats the operation just like a function call. In contrast, converting a
value to the C type "void*" is an unsafe operation which is invisible to the compiler.

Pointers
Some programming languages expose pointers as if they were numeric values, and allow users to perform arithmetic
on them. These languages are sometimes referred to as "weakly typed", since pointer arithmetic can be used to
bypass the language's type system.

Untagged unions
Some programming languages support untagged unions, which allow a value of one type to be viewed as if it were a
value of another type. In the article titled A hacked Boolean, Bill McCarthy demonstrates how a Boolean value in
.NET programming may become internally corrupted so that two values may both be "true" and yet still be
considered unequal to each other.[3]

Dynamic type-checking
Some programming languages do not have static type-checking. In many such languages, it is easy to write programs
which would be rejected by most static type-checkers. For example, a variable might store either a number or the
Boolean value "false". Some programmers refer to these languages as "weakly typed", since they do not seem to
enforce the "strong" type discipline found in a language with a static type-checker.

Static type-checking
In Luca Cardelli's article Typeful Programming,[4] a "strong type system" is described as one in which there is no
possibility of an unchecked runtime type error. In other writing, the absence of unchecked run-time errors is referred
to as safety or type safety; Tony Hoare's early papers call this property security.

Predictability
Some programmers refer to a language as "weakly typed" if simple operations do not behave in a way that they
would expect. For example, consider the following program:

x = "5" + 6

Different languages will assign a different value to 'x':
• One language might convert 6 to a string, and concatenate the two arguments to produce the string "56" (e.g.

JavaScript)
• Another language might convert "5" to a number, and add the two arguments to produce the number 11 (e.g. Perl,

PHP)
• Yet another language might convert the string "5" to a pointer representing where the string is stored within

memory, and add 6 to that value to produce a semi-random address (e.g. C)
• And yet another language might simply fail to compile this program or run the code, saying that the two operands

have incompatible type (e.g. Ruby, Python, BASIC)
Languages that work like the first three examples have all been called "weakly typed" at various times, even though
only one of them (the third) represents a safety violation.
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Type inference
Languages with static type systems differ to the extent that users are required to manually state the types used in
their program. Some languages, such as C, require that every variable be declared with a type. Other languages, such
as Haskell, use the Hindley-Milner method to infer all types based on a global analysis. Other languages, such as C#
and C++, lie somewhere in between; some types can be inferred based on local information, while others must be
specified. Some programmers use the term weakly typed to refer to languages with type inference, often without
realizing that the type information is present but implicit.

Variation across programming languages
Note that some of these definitions are contradictory, others are merely orthogonal, and still others are special cases
(with additional constraints) of other, more "liberal" (less strong) definitions. Because of the wide divergence among
these definitions, it is possible to defend claims about most programming languages that they are either strongly or
weakly typed. For instance:
• Java, Pascal, Ada and C require all variables to have a declared type, and support the use of explicit casts of

arithmetic values to other arithmetic types. Java, C#, Ada and Pascal are sometimes said to be more strongly
typed than C, a claim that is probably based on the fact that C supports more kinds of implicit conversions, and C
also allows pointer values to be explicitly cast while Java and Pascal do not. Java itself may be considered more
strongly typed than Pascal as manners of evading the static type system in Java are controlled by the Java Virtual
Machine's type system. C# is similar to Java in that respect, though it allows disabling dynamic type checking by
explicitly putting code segments in an "unsafe context". Pascal's type system has been described as "too strong",
because the size of an array or string is part of its type, making some programming tasks very difficult.[5][6]

• The object-oriented programming languages Smalltalk, Ruby, Python, and Self are all "strongly typed" in the
sense that typing errors are prevented at runtime and they do little implicit type conversion, but these languages
make no use of static type checking: the compiler does not check or enforce type constraint rules. The term duck
typing is now used to describe the dynamic typing paradigm used by the languages in this group.

• The Lisp family of languages are all "strongly typed" in the sense that typing errors are prevented at runtime.
Some Lisp dialects like Common Lisp or Clojure do support various forms of type declarations[7] and some
compilers (CMUCL[8] and related) use these declarations together with type inference to enable various
optimizations and also limited forms of compile time type checks.

• Standard ML, F#, OCaml and Haskell are statically type checked but the compiler automatically infers a precise
type for all values. These languages (along with most functional languages) are considered to have stronger type
systems than Java, as they permit no implicit type conversions. While OCaml's libraries allow one form of
evasion (Object magic), this feature remains unused in most applications.

• Visual Basic is a hybrid language. In addition to variables with declared types, it is also possible to declare a
variable of "Variant" data type that can store data of any type. Its implicit casts are fairly liberal where, for
example, one can sum string variants and pass the result into an integer variable.

• Assembly language and Forth have been said to be untyped. There is no type checking; it is up to the programmer
to ensure that data given to functions is of the appropriate type. Any type conversion required is explicit.

For this reason, writers who wish to write unambiguously about type systems often eschew the term "strong typing"
in favor of specific expressions such as "type safety".
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Weak typing
In computer programming, programming languages are often colloquially referred to as strongly typed or weakly
typed. In general, these terms do not have a precise definition. Rather, they tend to be used by advocates or critics of
a given programming language, as a means of explaining why a given language is better or worse than alternatives.

History
In 1974, Liskov and Zilles described a strong-typed language as one in which "whenever an object is passed from a
calling function to a called function, its type must be compatible with the type declared in the called function."
Jackson wrote, "In a strongly typed language each data area will have a distinct type and each process will state its
communication requirements in terms of these types."

Definitions of "strong" or "weak"
A number of different language design decisions have been referred to as evidence of "strong" or "weak" typing. In
fact, many of these are more accurately understood as the presence or absence of type safety, memory safety, static
type-checking, or dynamic type-checking.

Implicit type conversions and "type punning"
Some programming languages make it easy to use a value of one type as if it were a value of another type. This is
sometimes described as "weak typing".
For example, Aahz Maruch writes that "Coercion occurs when you have a statically typed language and you use the
syntactic features of the language to force the usage of one type as if it were a different type (consider the common
use of void* in C). Coercion is usually a symptom of weak typing. Conversion, OTOH, creates a brand-new object of
the appropriate type." [1]

As another example, GCC describes this as type-punning and warns that it will break strict aliasing. Thiago Macieira
discusses several problems that can arise when type-punning causes the compiler to make inappropriate
optimizations.[2]

It is easy to focus on the syntax, but Macieira's argument is really about semantics. There are many examples of
languages which allow implicit conversions, but in a type-safe manner. For example, both C++ and C# allow
programs to define operators to convert a value from one type to another in a semantically meaningful way. When a
C++ compiler encounters such a conversion, it treats the operation just like a function call. In contrast, converting a
value to the C type "void*" is an unsafe operation which is invisible to the compiler.
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Pointers
Some programming languages expose pointers as if they were numeric values, and allow users to perform arithmetic
on them. These languages are sometimes referred to as "weakly typed", since pointer arithmetic can be used to
bypass the language's type system.

Untagged unions
Some programming languages support untagged unions, which allow a value of one type to be viewed as if it were a
value of another type. In the article titled A hacked Boolean, Bill McCarthy demonstrates how a Boolean value in
.NET programming may become internally corrupted so that two values may both be "true" and yet still be
considered unequal to each other.[3]

Dynamic type-checking
Some programming languages do not have static type-checking. In many such languages, it is easy to write programs
which would be rejected by most static type-checkers. For example, a variable might store either a number or the
Boolean value "false". Some programmers refer to these languages as "weakly typed", since they do not seem to
enforce the "strong" type discipline found in a language with a static type-checker.

Static type-checking
In Luca Cardelli's article Typeful Programming,[4] a "strong type system" is described as one in which there is no
possibility of an unchecked runtime type error. In other writing, the absence of unchecked run-time errors is referred
to as safety or type safety; Tony Hoare's early papers call this property security.

Predictability
Some programmers refer to a language as "weakly typed" if simple operations do not behave in a way that they
would expect. For example, consider the following program:

x = "5" + 6

Different languages will assign a different value to 'x':
• One language might convert 6 to a string, and concatenate the two arguments to produce the string "56" (e.g.

JavaScript)
• Another language might convert "5" to a number, and add the two arguments to produce the number 11 (e.g. Perl,

PHP)
• Yet another language might convert the string "5" to a pointer representing where the string is stored within

memory, and add 6 to that value to produce a semi-random address (e.g. C)
• And yet another language might simply fail to compile this program or run the code, saying that the two operands

have incompatible type (e.g. Ruby, Python, BASIC)
Languages that work like the first three examples have all been called "weakly typed" at various times, even though
only one of them (the third) represents a safety violation.

Type inference
Languages with static type systems differ to the extent that users are required to manually state the types used in 
their program. Some languages, such as C, require that every variable be declared with a type. Other languages, such 
as Haskell, use the Hindley-Milner method to infer all types based on a global analysis. Other languages, such as C# 
and C++, lie somewhere in between; some types can be inferred based on local information, while others must be 
specified. Some programmers use the term weakly typed to refer to languages with type inference, often without
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realizing that the type information is present but implicit.

Variation across programming languages
Note that some of these definitions are contradictory, others are merely orthogonal, and still others are special cases
(with additional constraints) of other, more "liberal" (less strong) definitions. Because of the wide divergence among
these definitions, it is possible to defend claims about most programming languages that they are either strongly or
weakly typed. For instance:
• Java, Pascal, Ada and C require all variables to have a declared type, and support the use of explicit casts of

arithmetic values to other arithmetic types. Java, C#, Ada and Pascal are sometimes said to be more strongly
typed than C, a claim that is probably based on the fact that C supports more kinds of implicit conversions, and C
also allows pointer values to be explicitly cast while Java and Pascal do not. Java itself may be considered more
strongly typed than Pascal as manners of evading the static type system in Java are controlled by the Java Virtual
Machine's type system. C# is similar to Java in that respect, though it allows disabling dynamic type checking by
explicitly putting code segments in an "unsafe context". Pascal's type system has been described as "too strong",
because the size of an array or string is part of its type, making some programming tasks very difficult.[5][6]

• The object-oriented programming languages Smalltalk, Ruby, Python, and Self are all "strongly typed" in the
sense that typing errors are prevented at runtime and they do little implicit type conversion, but these languages
make no use of static type checking: the compiler does not check or enforce type constraint rules. The term duck
typing is now used to describe the dynamic typing paradigm used by the languages in this group.

• The Lisp family of languages are all "strongly typed" in the sense that typing errors are prevented at runtime.
Some Lisp dialects like Common Lisp or Clojure do support various forms of type declarations[7] and some
compilers (CMUCL[8] and related) use these declarations together with type inference to enable various
optimizations and also limited forms of compile time type checks.

• Standard ML, F#, OCaml and Haskell are statically type checked but the compiler automatically infers a precise
type for all values. These languages (along with most functional languages) are considered to have stronger type
systems than Java, as they permit no implicit type conversions. While OCaml's libraries allow one form of
evasion (Object magic), this feature remains unused in most applications.

• Visual Basic is a hybrid language. In addition to variables with declared types, it is also possible to declare a
variable of "Variant" data type that can store data of any type. Its implicit casts are fairly liberal where, for
example, one can sum string variants and pass the result into an integer variable.

• Assembly language and Forth have been said to be untyped. There is no type checking; it is up to the programmer
to ensure that data given to functions is of the appropriate type. Any type conversion required is explicit.

For this reason, writers who wish to write unambiguously about type systems often eschew the term "strong typing"
in favor of specific expressions such as "type safety".
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Syntax

Syntax highlighting and indent style are often used to aid programmers in
recognizing elements of source code. Color coded highlighting is used in this

piece of code written in Python.

In computer science, the syntax of a computer
language is the set of rules that defines the
combinations of symbols that are considered
to be a correctly structured document or
fragment in that language. This applies both
to programming languages, where the
document represents source code, and markup
languages, where the document represents
data. The syntax of a language defines its
surface form. Text-based computer languages
are based on sequences of characters, while
visual programming languages are based on
the spatial layout and connections between
symbols (which may be textual or graphical).
Documents that are syntactically invalid are
said to have a syntax error.

Syntax – the form – is contrasted with
semantics – the meaning. In processing computer languages, semantic processing generally comes after syntactic
processing, but in some cases semantic processing is necessary for complete syntactic analysis, and these are done
together or concurrently. In a compiler, the syntactic analysis comprises the frontend, while semantic analysis
comprises the backend (and middle end, if this phase is distinguished).

Levels of syntax
Computer language syntax is generally distinguished into three levels:
• Words – the lexical level, determining how characters form tokens;
• Phrases – the grammar level, narrowly speaking, determining how tokens form phrases;
• Context – determining what objects or variables names refer to, if types are valid, etc.
Distinguishing in this way yields modularity, allowing each level to be described and processed separately, and often
independently. First a lexer turns the linear sequence of characters into a linear sequence of tokens; this is known as
"lexical analysis" or "lexing". Second the parser turns the linear sequence of tokens into a hierarchical syntax tree;
this is known as "parsing" narrowly speaking. Thirdly the contextual analysis resolves names and checks types. This
modularity is sometimes possible, but in many real-world languages an earlier step depends on a later step – for
example, the lexer hack in C is because tokenization depends on context. Even in these cases, syntactical analysis is
often seen as approximating this ideal model.
The parsing stage itself can be divided into two parts: the parse tree or "concrete syntax tree" which is determined by
the grammar, but is generally far too detailed for practical use, and the abstract syntax tree (AST), which simplifies
this into a usable form. The AST and contextual analysis steps can be considered a form of semantic analysis, as they
are adding meaning and interpretation to the syntax, or alternatively as informal, manual implementations of
syntactical rules that would be difficult or awkward to describe or implement formally.
The levels generally correspond to levels in the Chomsky hierarchy. Words are in a regular language, specified in the 
lexical grammar, which is a Type-3 grammar, generally given as regular expressions. Phrases are in a context-free 
language (CFL), generally a deterministic context-free language (DCFL), specified in a phrase structure grammar,
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which is a Type-2 grammar, generally given as production rules in Backus–Naur Form (BNF). Phrase grammars are
often specified in much more constrained grammars than full context-free grammars, in order to make them easier to
parse; while the LR parser can parse any DCFL in linear time, the simple LALR parser and even simpler LL parser
are more efficient, but can only parse grammars whose production rules are constrained. Contextual structure can in
principle be described by a context-sensitive grammar, and automatically analyzed by means such as attribute
grammars, though in general this step is done manually, via name resolution rules and type checking, and
implemented via a symbol table which stores names and types for each scope.
Tools have been written that automatically generate a lexer from a lexical specification written in regular expressions
and a parser from the phrase grammar written in BNF: this allows one to use declarative programming, rather than
need to have procedural or functional programming. A notable example is the lex-yacc pair. These automatically
produce a concrete syntax tree; the parser writer must then manually write code describing how this is converted to
an abstract syntax tree. Contextual analysis is also generally implemented manually. Despite the existence of these
automatic tools, parsing is often implemented manually, for various reasons – perhaps the phrase structure is not
context-free, or an alternative implementation improves performance or error-reporting, or allows the grammar to be
changed more easily. Parsers are often written in functional languages, such as Haskell, in scripting languages, such
as Python or Perl, or in C or C++.

Examples of errors
Main article: Syntax error
As an example, (add 1 1) is a syntactically valid Lisp program (assuming the 'add' function exists, else name
resolution fails), adding 1 and 1. However, the following are invalid:

(_ 1 1)    lexical error: '_' is not valid

(add 1 1   parsing error: missing closing ')'

(add 1 x)  name error: 'x' is not bound

Note that the lexer is unable to identify the error – all it knows is that, after producing the token LEFT_PAREN, '('
the remainder of the program is invalid, since no word rule begins with '_'. At the parsing stage, the parser has
identified the "list" production rule due to the '(' token (as the only match), and thus can give an error message; in
general it may be ambiguous. At the context stage, the symbol 'x' exists in the syntax tree, but has not been defined,
and thus the context analyzer can give a specific error.
In a strongly typed language, type errors are also a form of syntax error which is generally determined at the
contextual analysis stage, and this is considered a strength of strong typing. For example, the following is
syntactically invalid Python code (as these are literals, the type can be determined at parse time):

'a' + 1

…as it adds a string and an integer. This can be detected at the parsing (phrase analysis) level if one has separate
rules for "string + string" and "integer + integer", but more commonly this will instead be parsed by a general rule
like "LiteralOrIdentifier + LiteralOrIdentifier" and then the error will be detected at contextual analysis stage, where
type checking occurs. In some cases this validation is not done, and these syntax errors are only detected at runtime.
In a weakly typed language, where type can only be determined at runtime, type errors are instead a semantic error,
and can only be determined at runtime. The following Python code:

a + b

is ambiguous, and while syntactically valid at the phrase level, it can only be validated at runtime, as variables do not
have type in Python, only values do.
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Syntax definition

Parse tree of Python code with inset tokenization

The syntax of textual programming
languages is usually defined using a
combination of regular expressions
(for lexical structure) and
Backus–Naur Form (for grammatical
structure) to inductively specify
syntactic categories (nonterminals) and
terminal symbols. Syntactic categories
are defined by rules called
productions, which specify the values
that belong to a particular syntactic
category. Terminal symbols are the
concrete characters or strings of
characters (for example keywords such
as define, if, let, or void) from which
syntactically valid programs are
constructed.

A language can have different equivalent grammars, such as equivalent regular expressions (at the lexical levels), or
different phrase rules which generate the same language. Using a broader category of grammars, such as LR
grammars, can allow shorter or simpler grammars compared with more restricted categories, such as LL grammar,
which may requires longer grammars with more rules. Different but equivalent phrase grammars yield different
parse trees, though the underlying language (set of valid documents) is the same.

Example: Lisp
Below is a simple grammar, defined using the notation of regular expressions and Backus–Naur Form. It describes
the syntax of Lisp, which defines productions for the syntactic categories expression, atom, number, symbol, and list:

expression ::= atom   | list

atom       ::= number | symbol    

number     ::= [+-]?['0'-'9']+

symbol     ::= ['A'-'Z''a'-'z'].*

list       ::= '(' expression* ')'

This grammar specifies the following:
• an expression is either an atom or a list;
• an atom is either a number or a symbol;
• a number is an unbroken sequence of one or more decimal digits, optionally preceded by a plus or minus sign;
• a symbol is a letter followed by zero or more of any characters (excluding whitespace); and
• a list is a matched pair of parentheses, with zero or more expressions inside it.
Here the decimal digits, upper- and lower-case characters, and parentheses are terminal symbols.
The following are examples of well-formed token sequences in this grammar: '12345', '()', '(a b c232 (1))'
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Complex grammars
The grammar needed to specify a programming language can be classified by its position in the Chomsky hierarchy.
The phrase grammar of most programming languages can be specified using a Type-2 grammar, i.e., they are
context-free grammars,[1] though the overall syntax is context-sensitive (due to variable declarations and nested
scopes), hence Type-1. However, there are exceptions, and for some languages the phrase grammar is Type-0
(Turing-complete).
In some languages like Perl and Lisp the specification (or implementation) of the language allows constructs that
execute during the parsing phase. Furthermore, these languages have constructs that allow the programmer to alter
the behavior of the parser. This combination effectively blurs the distinction between parsing and execution, and
makes syntax analysis an undecidable problem in these languages, meaning that the parsing phase may not finish.
For example, in Perl it is possible to execute code during parsing using a BEGIN statement, and Perl function
prototypes may alter the syntactic interpretation, and possibly even the syntactic validity of the remaining code.[2]

Colloquially this is referred to as "only Perl can parse Perl" (because code must be executed during parsing, and can
modify the grammar), or more strongly "even Perl cannot parse Perl" (because it is undecidable). Similarly, Lisp
macros introduced by the defmacro syntax also execute during parsing, meaning that a Lisp compiler must have
an entire Lisp run-time system present. In contrast C macros are merely string replacements, and do not require code
execution.

Syntax versus semantics
The syntax of a language describes the form of a valid program, but does not provide any information about the
meaning of the program or the results of executing that program. The meaning given to a combination of symbols is
handled by semantics (either formal or hard-coded in a reference implementation). Not all syntactically correct
programs are semantically correct. Many syntactically correct programs are nonetheless ill-formed, per the
language's rules; and may (depending on the language specification and the soundness of the implementation) result
in an error on translation or execution. In some cases, such programs may exhibit undefined behavior. Even when a
program is well-defined within a language, it may still have a meaning that is not intended by the person who wrote
it.
Using natural language as an example, it may not be possible to assign a meaning to a grammatically correct
sentence or the sentence may be false:
• "Colorless green ideas sleep furiously." is grammatically well formed but has no generally accepted meaning.
•• "John is a married bachelor." is grammatically well formed but expresses a meaning that cannot be true.
The following C language fragment is syntactically correct, but performs an operation that is not semantically
defined (because p is a null pointer, the operations p->real and p->im have no meaning):

 complex *p = NULL;

 complex abs_p = sqrt (p->real * p->real + p->im * p->im);

More simply:

 int x;

 printf("%d", x);

is syntactically valid, but not semantically defined, as it uses an uninitialized variable.
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Scripting language
A scripting language or script language is a programming language that supports scripts, programs written for a
special run-time environment that can interpret (rather than compile) and automate the execution of tasks that could
alternatively be executed one-by-one by a human operator. Environments that can be automated through scripting
include software applications, web pages within a web browser, the shells of operating systems (OS), and embedded
systems. A scripting language can be viewed as a domain-specific language for a particular environment; in the case
of scripting an application, this is also known as an extension language. Scripting languages are also sometimes
referred to as very high-level programming languages, as they operate at a high level of abstraction, or as control
languages, particularly for job control languages on mainframes.
The term "scripting language" is also used loosely to refer to dynamic high-level general-purpose language, such as
Perl, Tcl, and Python,[1] with the term "script" often used for small programs (up to a few thousand lines of code) in
such languages, or in domain-specific languages such as the text-processing languages sed and AWK. Some of these
languages were originally developed for use within a particular environment, and later developed into portable
domain-specific or general-purpose languages. Conversely, many general-purpose languages have dialects that are
used as scripting languages. This article discusses scripting languages in the narrow sense of languages for a specific
environment; dynamic, general-purpose, and high-level languages are discussed at those articles.
The spectrum of scripting languages ranges from very small and highly domain-specific languages to
general-purpose programming languages used for scripting. Standard examples of scripting languages for specific
environments include: Bash, for the Unix or Unix-like operating systems; ECMAScript (JavaScript), for web
browsers; and Visual Basic for Applications, for Microsoft Office applications. Lua is a language designed and
widely used as an extension language. Python is a general-purpose language that is also commonly used as an
extension language, while ECMAScript is still primarily a scripting language for web browsers, but is also used as a
general-purpose language. The Emacs Lisp dialect of Lisp (for the Emacs editor) and the Visual Basic for
Applications dialect of Visual Basic are examples of scripting language dialects of general-purpose languages. Some
game systems, notably the Trainz franchise of Railroad simulators have been extensively extended in functionality
by scripting extensions.
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Characteristics
In principle any language can be used as a scripting language, given libraries or bindings for a specific environment.
Formally speaking, "scripting" is a property of the primary implementations and uses of a language, hence the
ambiguity about whether a language "is" a scripting language for languages with multiple implementations.
However, many languages are not very suited for use as scripting languages and are rarely if ever used as such.
Typically scripting languages are intended to be very fast to pick up and author programs in. This generally implies
relatively simple syntax and semantics. For example, it is uncommon to use Java as a scripting language due to the
lengthy syntax and restrictive rules about which classes exist in which files – contrast to Python, where it is possible
to briefly define some functions in a file. A scripting language is usually interpreted from source code or bytecode.
By contrast, the software environment the scripts are written for is typically written in a compiled language and
distributed in machine code form. Scripting languages may be designed for use by end users of a program – end-user
development – or may be only for internal use by developers, so they can write portions of the program in the
scripting language. Scripting languages abstract their users from variable types and memory management.
Scripts are often created or modified by the person executing them,[2] though they are also often distributed, such as
when large portions of games are written in a scripting language. In many implementations a script or portions of
one may be executed interactively on a command line.

History
Early mainframe computers (in the 1950s) were non-interactive, instead using batch processing. IBM's Job Control
Language (JCL) is the archetype of languages used to control batch processing.
The first interactive shells were developed in the 1960s to enable remote operation of the first time-sharing systems,
and these used shell scripts, which controlled running computer programs within a computer program, the shell.
Calvin Mooers in his TRAC language is generally credited with inventing command substitution, the ability to
embed commands in scripts that when interpreted insert a character string into the script. Multics calls these active
functions. Louis Pouzin wrote an early processor for command scripts called RUNCOM for CTSS around 1964.
Stuart Madnick at MIT wrote a scripting language for IBM's CP/CMS in 1966. He originally called this processor
COMMAND, later named EXEC. Multics included an offshoot of CTSS RUNCOM, also called RUNCOM. EXEC
was eventually replaced by EXEC 2 and REXX.
Languages such as Tcl and Lua were specifically designed as general purpose scripting languages that could be
embedded in any application. Other languages such as Visual Basic for Applications (VBA) provided strong
integration with the automation facilities of an underlying system. Embedding of such general purpose scripting
languages instead of developing a new language for each application also had obvious benefits, relieving the
application developer of the need to code a language translator from scratch and allowing the user to apply skills
learned elsewhere.
Some software incorporates several different scripting languages. Modern web browsers typically provide a
language for writing extensions to the browser itself, and several standard embedded languages for controlling the
browser, including JavaScript (a dialect of ECMAScript) or XUL.

Types of scripting languages

Glue languages
Scripting is often contrasted with system programming, as in Ousterhout's dichotomy or "programming in the large 
and programming in the small". In this view, scripting is particularly glue code, connecting system components, and 
a language specialized for this purpose is a glue language. Pipelines and shell scripting are archetypal examples of 
glue languages, and Perl was initially developed to fill this same role. Web development can be considered a use of
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glue languages, interfacing between a database and web server. The characterization of glue languages as scripting
languages is ambiguous, however, as if a substantial amount of logic is part of the "glue" code, it is better
characterized as simply another software component.
A glue language is a programming language (usually an interpreted scripting language) that is designed or suited for
writing glue code – code to connect software components. They are especially useful for writing and maintaining:
•• Custom commands for a command shell
•• Smaller programmes than those that are better implemented in a compiled language
•• "Wrapper" programmes for executables, like a batch file that moves or manipulates files and does other things

with the operating system before or after running an application like a word processor, spreadsheet, data base,
assembler, compiler, etc.

•• Scripts that may change
• Rapid prototypes of a solution eventually implemented in another, usually compiled, language.
Glue language examples:
•• Erlang
• Unix Shell scripts (ksh, csh, bash, sh and others)
• Windows PowerShell
•• ecl
•• DCL
•• Scheme
•• JCL
•• m4
•• VBScript
• JScript and JavaScript
•• AppleScript
•• Python
•• Ruby
•• Lua
•• Tcl
•• Perl
•• PHP
•• Pure
•• REXX
•• XSLT
Macro languages exposed to operating system or application components can serve as glue languages. These include
Visual Basic for Applications, WordBasic, LotusScript, CorelScript, PerfectScript, Hummingbird Basic,
QuickScript, SaxBasic, and WinWrap Basic. Other tools like awk can also be considered glue languages, as can any
language implemented by an ActiveX WSH engine (VBScript, JScript and VBA by default in Windows and
third-party engines including implementations of Rexx, Perl, Tcl, Python, XSLT, Ruby, Delphi, &c). A majority of
applications can access and use operating system components via the object models or its own functions.
Other devices like programmable calculators may also have glue languages; the operating systems of PDAs such as
Windows CE may have available native or third-party macro tools that glue applications together, in addition to
implementations of common glue languages—including Windows NT, MS-DOS and some Unix shells, Rexx, PHP,
and Perl. Depending upon the OS version, WSH and the default script engines (VBScript and JScript) are available.
Programmable calculators can be programmed in glue languages in three ways. For example, the Texas Instruments 
TI-92, by factory default can be programmed with a command script language. Inclusion of the scripting and glue 
language Lua in the TI-NSpire series of calculators could be seen as a successor to this. The primary on-board
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high-level programming languages of most graphing calculators (most often Basic variants, sometimes Lisp
derivatives, and more uncommonly, C derivatives) in many cases can glue together calculator functions—such as
graphs, lists, matrices, etc. Third-party implementations of more comprehensive Basic version that may be closer to
variants listed as glue languages in this article are available—and attempts to implement Perl, Rexx, or various
operating system shells on the TI and HP graphing calculators are also mentioned. PC-based C cross-compilers for
some of the TI and HP machines used in conjunction with tools that convert between C and Perl, Rexx, awk, as well
as shell scripts to Perl, VBScript to and from Perl make it possible to write a programme in a glue language for
eventual implementation (as a compiled programme) on the calculator.

Job control languages and shells
Main article: Shell script
A major class of scripting languages has grown out of the automation of job control, which relates to starting and
controlling the behavior of system programs. (In this sense, one might think of shells as being descendants of IBM's
JCL, or Job Control Language, which was used for exactly this purpose.) Many of these languages' interpreters
double as command-line interpreters such as the Unix shell or the MS-DOS COMMAND.COM. Others, such as
AppleScript offer the use of English-like commands to build scripts.

GUI scripting
With the advent of graphical user interfaces, a specialized kind of scripting language emerged for controlling a
computer. These languages interact with the same graphic windows, menus, buttons, and so on that a human user
would. They do this by simulating the actions of a user. These languages are typically used to automate user actions.
Such languages are also called "macros" when control is through simulated key presses or mouse clicks.
These languages could in principle be used to control any GUI application; but, in practice their use is limited
because their use needs support from the application and from the operating system. There are a few exceptions to
this limitation. Some GUI scripting languages are based on recognizing graphical objects from their display screen
pixels. These GUI scripting languages do not depend on support from the operating system or application.

Application-specific languages
Many large application programs include an idiomatic scripting language tailored to the needs of the application
user. Likewise, many computer game systems use a custom scripting language to express the programmed actions of
non-player characters and the game environment. Languages of this sort are designed for a single application; and,
while they may superficially resemble a specific general-purpose language (e.g. QuakeC, modeled after C), they
have custom features that distinguish them. Emacs Lisp, while a fully formed and capable dialect of Lisp, contains
many special features that make it most useful for extending the editing functions of Emacs. An application-specific
scripting language can be viewed as a domain-specific programming language specialized to a single application.

Extension/embeddable languages
A number of languages have been designed for the purpose of replacing application-specific scripting languages by
being embeddable in application programs. The application programmer (working in C or another systems language)
includes "hooks" where the scripting language can control the application. These languages may be technically
equivalent to an application-specific extension language but when an application embeds a "common" language, the
user gets the advantage of being able to transfer skills from application to application. A more generic alternative is
simply to provide a library (often a C library) that a general-purpose language can use to control the application,
without modifying the language for the specific domain.
JavaScript began as and primarily still is a language for scripting inside web browsers; however, the standardization 
of the language as ECMAScript has made it popular as a general purpose embeddable language. In particular, the
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Mozilla implementation SpiderMonkey is embedded in several environments such as the Yahoo! Widget Engine.
Other applications embedding ECMAScript implementations include the Adobe products Adobe Flash
(ActionScript) and Adobe Acrobat (for scripting PDF files).
Tcl was created as an extension language but has come to be used more frequently as a general purpose language in
roles similar to Python, Perl, and Ruby. On the other hand, Rexx was originally created as a job control language, but
is widely used as an extension language as well as a general purpose language. Perl is a general-purpose language,
but had the Oraperl (1990) dialect, consisting of a Perl 4 binary with Oracle Call Interface compiled in. This has
however since been replaced by a library (Perl Module), DBD::Oracle [3].[4][5]

Other complex and task-oriented applications may incorporate and expose an embedded programming language to
allow their users more control and give them more functionality than can be available through a user interface, no
matter how sophisticated. For example, Autodesk Maya 3D authoring tools embed the MEL scripting language, or
Blender which uses Python to fill this role.
Some other types of applications that need faster feature addition or tweak-and-run cycles (e.g. game engines) also
use an embedded language. During the development, this allows them to prototype features faster and tweak more
freely, without the need for the user to have intimate knowledge of the inner workings of the application or to rebuild
it after each tweak (which can take a significant amount of time). The scripting languages used for this purpose range
from the more common and more famous Lua and Python to lesser-known ones such as AngelScript and Squirrel.
Ch is another C compatible scripting option for the industry to embed into C/C++ application programs.
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Gwern, Gwernol, H, Hadal, Hajhouse, Hallows AG, Harris7, Harvester, Havrer0, Hcobb, Hekerui, HelgeStenstrom, Hellknowz, Hereticam, Hex539, Heymid, Hfc1875, Hollak4, Hu12, Iridescent,
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Yiliang, Yworo, Zayani, Zondor, Zvar, Σ, 483 anonymous edits

Language primitive  Source: http://en.wikipedia.org/w/index.php?oldid=586895716  Contributors: A Stop at Willoughby, Andreas Kaufmann, Bhny, ChrisGualtieri, Diego Moya, Giraffedata,
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Machine code  Source: http://en.wikipedia.org/w/index.php?oldid=606726190  Contributors: .:Ajvol:., 10metreh, 16@r, 192.35.241.xxx, 6a4fe8aa039615ebd9ddb83d6acf9a1dc1b684f7,
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Source code  Source: http://en.wikipedia.org/w/index.php?oldid=607815799  Contributors: -Barry-, 0x6D667061, 16@r, Abc 123 def 456, Ablonus, Adam majewski, Aeolien, Ahy1, Alansohn,
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Command  Source: http://en.wikipedia.org/w/index.php?oldid=599042908  Contributors: 354d, Al Lemos, Amikeco, AndreasPraefcke, Andres, AnnaP, Astatine-210, Avinash7075, BiT,
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